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#### Abstract

The two-component vector nonlinear Schrödinger equation, with mixed signs of the nonlinear coefficients, is considered. This equation is integrable by the inverse scattering transform method. The evolution of a single pulse and interaction of pulses are studied. It is shown that the dynamics of a single pulse is reduced to the scalar nonlinear Schrödinger equation of focusing or defocusing type, depending on the initial parameters. It is found that the interaction of pulses results in the appearance of additional solitons and bound states of several solitons. The asymptotic field profile in the non-soliton regime is also obtained.
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## 1. Introduction

A set of coupled nonlinear Schrödinger (NLS) equations is a basic model for various physical processes [1]. For example, it describes the propagation of a light beam with arbitrary polarization in a self-focusing medium [2], the continuum limit of the one-dimensional Hubbard model [3], the averaged dynamics of optical pulses in dispersionmanaged fibers [4], and the dynamics of a Bose-Einstein condensate consisting of two kinds of atoms [5,6]. In many cases, as a result of the dynamics, the vector field forms a bound state of scalar solitary waves. The latter can be either a pulse-like wave, with zero values of a component at $x \rightarrow \infty$ (bright solitons), or a localized dip on a constant background (dark solitons). We recall that bright and dark solitons are the fundamental modes of the scalar focusing and defocusing NLS equations, respectively.

Let us consider a set of coupled NLS equations in the following form:

[^0]\[

$$
\begin{align*}
& \mathrm{i} \psi_{1, Z}+D \psi_{1, X X}+2 \gamma\left(\alpha_{11}\left|\psi_{1}\right|^{2}+\alpha_{12}\left|\psi_{2}\right|^{2}\right) \psi_{1}=0 \\
& \mathrm{i} \psi_{2, Z}+D \psi_{2, X X}+2 \gamma\left(\alpha_{21}\left|\psi_{1}\right|^{2}+\alpha_{22}\left|\psi_{2}\right|^{2}\right) \psi_{2}=0 \tag{1}
\end{align*}
$$
\]

where $\psi_{1}(X, Z)$ and $\psi_{2}(X, Z)$ are the envelopes of the field components, $X$ and $Z$ are the spatial and evolutional variables, respectively, $\gamma$ and $\alpha_{j, k}$ are the nonlinearity parameters, and the dispersion coefficient $D$ is taken to be the same in the both components. It has been found [7] that the system (1) is integrable by the inverse scattering transform (IST) method, if either $\alpha_{11}=\alpha_{12}=\alpha_{21}=\alpha_{22}$, or $\alpha_{11}=\alpha_{21}=-\alpha_{12}=-\alpha_{22}$. Assuming such relations between the coefficients $\alpha_{j k}$ and taking $\left|\alpha_{j k}\right|=1$, one can write Eqs. (1) in dimensionless form as the generalized Manakov system [2]:
$\mathrm{i} q_{1, z}+q_{1, x x}+2\left(\left|q_{1}\right|^{2}+\sigma\left|q_{2}\right|^{2}\right) q_{1}=0$,
$\mathrm{i} q_{2, z}+q_{2, x x}+2\left(\left|q_{1}\right|^{2}+\sigma\left|q_{2}\right|^{2}\right) q_{2}=0$,
where $z=Z / Z_{\mathrm{c}}, x=X / X_{\mathrm{c}}$ and $q_{j}=\psi_{j} / \psi_{\mathrm{c}}$, and $\sigma= \pm 1$. Here $Z_{\mathrm{c}}=X_{\mathrm{c}}^{2} / D, \psi_{\mathrm{c}}=(D / \gamma)^{1 / 2} / X_{\mathrm{c}}$ and $X_{\mathrm{c}}$ is the characteristic scale in $X$, e.g. the initial pulse width.

Recent studies [1,2,8,9] have mostly concentrated on the case $\sigma=1$, which we call the conventional Manakov (CM) equations. There are a few works relating to the case
$\sigma=-1$ (see papers [7,10,11] and references therein), which we refer to as the modified Manakov (MM) model. The integrability of Eq. (2) with $\sigma=-1$ was demonstrated in Refs. [7,10]. Exact solutions, corresponding to pairs of bright and dark scalar solitons are given in Ref. [10]. The known solutions, along with the new ones, are listed in Ref. [11].

In real physical systems described by Eqs. (1), it is usually assumed that the cross-phase modulation coefficients are equal, i.e. $\alpha_{12}=\alpha_{21}$. In order to obtain such a case in Eq. (2), one can consider the fields $q_{1}$ and $q_{2}^{\star}$ (the complex conjugate of $q_{2}$ ). Then for $\sigma=-1$, the component $q_{1}$ operates in the anomalous dispersion region, while $q_{2}^{\star}$ is in the normal dispersion one. The self-modulation coefficients are positive, while the crossphase modulation coefficients are negative. Such a set of the coefficients can be realized in optical materials with quadratic nonlinearity. It has been shown [12] that the wave-wave interaction with a large phase mismatch is described by equations similar to Eqs. (1). The model (2) with $\sigma=-1$ can also be obtained as the continuous limit of some discrete systems or in the description of systems with periodic modulation of parameters. A first example is the dynamics of vector solitons in waveguide arrays [13-16]. Another relevant system is a chain of drops of a binary Bose-Einstein condensate (BEC) trapped in an optical lattice [17-21]. An appropriate description of periodic or discrete systems can be implemented in terms of modulated Bloch waves (see e.g. [16]). Choosing different carrier frequencies for the components, one can obtain dispersion coefficients with opposite signs. The nonlinear parameters can be tuned by using appropriate media or by applying external fields. In the case of a BEC , the values and signs of the nonlinear coefficients can be changed by an external magnetic field (the Feschbach resonance). Then, the large-scale excitations are described by Eqs. (2) with $\sigma=-1$.

In the present paper we study the evolution of pulses in the modified Manakov model, Eq. (2) with $\sigma=-1$. The paper is organized as follows. In Section 2, we outline the IST method for Eqs. (2). In Section 3, we consider the dynamics of a single pulse and the interaction of two pulses. Using IST theory we obtain equations which describe the asymptotic state of the system. Section 4 summarizes the main results of the paper.

## 2. The inverse scattering transform method

In this section, we give an overview of the IST method for Eqs. (2) [7,10]. We follow the approach developed in Refs. [8,22] for the CM model and for the vector NLS equation, respectively. We write all the equations in a form that can be applied both to the CM and MM models.

We start from the set of the two coupled NLS equations (2). In the rest of the paper we mainly consider the case $\sigma=-1$. However, parameter $\sigma$ is retained explicitly in
the equations, so that the results will be applicable to both cases, viz. $\sigma=1$ and $\sigma=-1$. The system (2) is a particular case of a set of matrix equations

$$
\begin{align*}
& \mathrm{i} \mathbf{Q}_{z}=\mathbf{Q}_{x x}-2 \mathbf{Q} \mathbf{R} \mathbf{Q}  \tag{3}\\
& \mathrm{i} \mathbf{R}_{z}=-\mathbf{R}_{x x}+2 \mathbf{R} \mathbf{Q} \mathbf{R}
\end{align*}
$$

which is integrable by the inverse scattering transform (IST) method (see overview in Ref. [22]). Here $\mathbf{Q}$ is an $N \times M$ matrix and $\mathbf{R}$ is an $M \times N$ matrix. Eqs. (3) reduce to the MM system if $N=1, M=2$, and $\mathbf{R}=-\mathbf{J}_{0} \mathbf{Q}^{\dagger}$, and to the CM equations if $N=1, M=2$, and $\mathbf{R}=-\mathbf{Q}^{\dagger}$, where
$\mathbf{J}_{0}=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$,
and $\dagger$ means Hermitian conjugate.
The integrability of Eqs. (2) means, in particular, that there exist two linear equations [10]
$f_{x}=U f, \quad f_{z}=V f$,
so that the compatibility condition
$U_{z}-V_{x}+[U, V]=0$
results in Eqs. (2). Here $f$ is a three-component vector, $U$ and $V$ are $3 \times 3$ matrices, and $[U, V] \equiv U V-V U$. Eqs. (4) can be written explicitly in the following form [10]
$f_{1, x}+\mathrm{i} \lambda f_{1}=q_{1} f_{2}+q_{2} f_{3}$,
$f_{2, x}-\mathrm{i} \lambda f_{2}=-q_{1}^{\star} f_{1}$,
$f_{3, x}-\mathrm{i} \lambda f_{3}=-\sigma q_{2}^{\star} f_{1}$,
and

$$
\begin{align*}
f_{1, z}= & {\left[-2 \mathrm{i} \lambda^{2}+\mathrm{i}\left(\left|q_{1}\right|^{2}+\sigma\left|q_{2}\right|^{2}\right)\right] f_{1}+\left(2 \lambda q_{1}+\mathrm{i} q_{1, x}\right) f_{2} } \\
& +\left(2 \lambda q_{2}+\mathrm{i} q_{2, x}\right) f_{3}, \\
f_{2, z}= & \left(-2 \lambda q_{1}^{\star}+\mathrm{i} q_{1, x}^{\star}\right) f_{1}+\left(2 \mathrm{i} \lambda^{2}-\mathrm{i}\left|q_{1}\right|^{2}\right) f_{2}-\mathrm{i} q_{1}^{\star} q_{2} f_{3}, \\
f_{3, z}= & \sigma\left(-2 \lambda q_{2}^{\star}+\mathrm{i} q_{2, x}^{\star}\right) f_{1}-\mathrm{i} \sigma q_{1} q_{2}^{\star} f_{2}+\left(2 \mathrm{i} \lambda^{2}-\mathrm{i} \sigma\left|q_{2}\right|^{2}\right) f_{3}, \tag{7}
\end{align*}
$$

where $\lambda$ is the spectral parameter. The IST method provides detailed information about the system (see e.g. Ref. [23]), including an infinite set of invariant quantities, families of exact solutions and characteristics of the long-time behavior.

The initial-value problem for Eq. (2) can be solved, in principle, by using Eqs. (6) and (7) (see e.g. Refs. [22,23]). To do this, one first needs to solve the direct scattering problem (6) with functions $q_{1}(x, 0)$ and $q_{2}(x, 0)$. The solution gives the scattering data at $z=0$. The evolution, in $z$, of the scattering data is determined from Eqs. (7). Finally, one needs to reconstruct the functions $q_{1}(x, z)$ and $q_{2}(x, z)$ from the scattering data at time $z$ by solving the inverse scattering problem. Below, in this section, we present the main equations of the IST method for Eqs. (2).

Let $\boldsymbol{\Phi}$ and $\boldsymbol{\Psi}$ be the solution matrices [2,8] for Eq. (6) with the following boundary conditions, respectively
$\boldsymbol{\Phi}(x \rightarrow-\infty, \lambda)=\left(\begin{array}{ccc}\mathrm{e}^{-\mathrm{i} \lambda x} & 0 & 0 \\ 0 & \mathrm{e}^{\mathrm{i} \lambda x} & 0 \\ 0 & 0 & \mathrm{e}^{\mathrm{i} \lambda x}\end{array}\right)$,
$\boldsymbol{\Psi}(x \rightarrow+\infty, \lambda)=\left(\begin{array}{ccc}\mathrm{e}^{-\mathrm{i} \lambda x} & 0 & 0 \\ 0 & \mathrm{e}^{\mathrm{i} \lambda x} & 0 \\ 0 & 0 & \mathrm{e}^{\mathrm{i} \lambda x}\end{array}\right)$.
Then the scattering matrix $S=\left[s_{i j}\right]$ is defined as $[2,8]$
$\boldsymbol{\Phi}(x, \lambda)=\boldsymbol{\Psi}(x, \lambda) S^{\mathrm{T}}$,
where superscript T means the matrix transpose. One can show that matrix $S$ is unitary for real $\lambda$, i.e. $S^{\dagger} S=I$, where $I$ is the unit matrix.

The scattering data include the continuous spectrum and the bound-state (discrete) spectrum (see e.g. Refs. [22,23]). The former is related to the elements of the scattering matrix as $\rho_{1}(\lambda)=s_{12}(\lambda) / s_{11}(\lambda)$ and $\rho_{2}(\lambda)=s_{13}(\lambda) / s_{11}(\lambda)$ for real $\lambda$. The latter consists of $N$ zeros $\lambda_{n}, n=1,2, \ldots, N$, of the element $s_{11}(\lambda)$ in the upper half of the complex $\lambda$-plane, and a set of normalization constants $C_{1 n}=s_{12}\left(\lambda_{n}\right) / s_{11}^{\prime}\left(\lambda_{n}\right)$ and $C_{2 n}=s_{13}\left(\lambda_{n}\right) / s_{11}^{\prime}\left(\lambda_{n}\right)$, where $s_{11}^{\prime} \equiv \mathrm{d} s_{11} / \mathrm{d} \lambda$. From Eq. (7) and the definition of $S$, one can find (c.f. Refs. [8,22]) the evolution of the scattering matrix elements, so that, for real $\lambda$
$\partial_{z} s_{11}(\lambda)=0, \quad \partial_{z} \rho_{1}=4 \mathrm{i} \lambda^{2} \rho_{1}, \quad \partial_{z} \rho_{2}=4 \mathrm{i} \lambda^{2} \rho_{2}$,
and for bound states
$\partial_{z} \lambda_{n}=0, \quad \partial_{z} C_{1 n}=4 \mathrm{i} \lambda_{n}^{2} C_{1 n}, \quad \partial_{z} C_{2 n}=4 \mathrm{i} \lambda_{n}^{2} C_{2 n}$.
The inverse scattering problem for the set (6) requires us to solve the following set of linear integral equations (c.f. Refs. [8,22]):

$$
\begin{align*}
F_{1}(x, \lambda)= & \mathbf{e}_{1}+\sum_{n=1}^{N} \frac{\mathrm{e}^{2 \mathrm{i} \lambda_{n} x}}{\left(\lambda-\lambda_{n}\right)}\left[F_{2 n}(x) C_{1 n}+F_{3 n}(x) C_{2 n}\right] \\
& +\frac{1}{2 \pi \mathrm{i}} \int_{-\infty}^{\infty} \frac{\mathrm{e}^{2 \mathrm{i} \xi x}}{\xi-(\lambda-\mathrm{i} 0)}\left[F_{2}(x, \xi) \rho_{1}(\xi)\right. \\
+ & \left.F_{3}(x, \xi) \rho_{2}(\xi)\right] \mathrm{d} \xi, \\
\left(F_{2}(x, \lambda), F_{3}(x, \lambda)\right)= & \left(\mathbf{e}_{2}, \mathbf{e}_{3}\right)-\sum_{n=1}^{N} \frac{\mathrm{e}^{-2 \mathrm{i} \mathrm{i}_{n}^{\star} x}}{\left(\lambda-\lambda_{n}^{\star}\right)} F_{1 n}(x)\left(C_{1 n}^{\star}, \sigma C_{2 n}^{\star}\right) \\
& +\frac{1}{2 \pi \mathrm{i}} \int_{-\infty}^{\infty} \frac{\mathrm{e}^{-2 \mathrm{i} \xi x}}{\xi-(\lambda+\mathrm{i} 0)} F_{1}(x, \xi) \\
& \times\left(\rho_{1}^{\star}(\xi), \sigma \rho_{2}^{\star}(\xi)\right) \mathrm{d} \xi \tag{12}
\end{align*}
$$

where $F_{1 n}(x)=F_{1}\left(x, \lambda_{n}^{\star}\right),\left(F_{2 n}(x), F_{3 n}(x)\right)=\left(F_{2}\left(x, \lambda_{n}\right), F_{3}(x\right.$, $\left.\left.\lambda_{n}\right)\right), n=1, \ldots, N, \mathbf{e}_{1}=(1,0,0)^{\mathrm{T}}, \mathbf{e}_{2}=(0,1,0)^{\mathrm{T}}$, and $\mathbf{e}_{3}=$ $(0,0,1)^{\mathrm{T}}$. To close the system, one needs to add equations for $F_{k n}(x)$. These can be obtained by evaluating the first of Eq. (12) at $\lambda=\lambda_{n}^{\star}$ and the second one at $\lambda=\lambda_{n}$. Then the solutions of Eq. (2) are found from

$$
\begin{align*}
\left(q_{1}(x, z), q_{2}(x, z)\right)= & -2 \mathrm{i} \sum_{n=1}^{N} \mathrm{e}^{-2 i i_{j}^{\star} x}\left[\mathbf{e}_{1}^{\mathrm{T}} F_{1 n}(x)\right]\left(C_{1 j}^{\star}, \sigma C_{2 j}^{\star}\right) \\
& -\frac{1}{\pi} \int_{-\infty}^{\infty} \mathrm{e}^{-2 \mathrm{i} \xi_{x} x}\left[\mathbf{e}_{1}^{\mathrm{T}} F_{1}(x, \xi)\right]\left(\rho_{1}^{\star}(\xi), \sigma \rho_{2}^{\star}(\xi) \mathrm{d} \xi\right. \tag{13}
\end{align*}
$$

where $\left[\mathbf{e}_{1}^{\mathrm{T}} F\right]$ gives the first element of the vector $F$.

If an initial condition for Eqs. (2) is taken such that the scattering data consist of the discrete spectrum only, i.e. $\rho_{1}(\lambda)=\rho_{2}(\lambda)=0$, then Eq. (12) turn into a set of algebraic equations

$$
\begin{align*}
& F_{1 j}(x)=\mathbf{e}_{1}+\sum_{n=1}^{N} \frac{\mathrm{e}^{2 \mathrm{i} \lambda_{n} x}}{\left(\lambda_{j}^{\star}-\lambda_{n}\right)}\left[F_{2 n}(x) C_{1 n}+F_{3 n}(x) C_{2 n}\right] \\
& \left(F_{2 j}(x), F_{3 j}(x)\right)=\left(\mathbf{e}_{2}, \mathbf{e}_{3}\right)-\sum_{n=1}^{N} \frac{\mathrm{e}^{-2 \mathrm{i} \lambda_{n}^{\star} x}}{\left(\lambda_{j}-\lambda_{n}^{\star}\right)} F_{1 n}(x)\left(C_{1 n}^{\star}, \sigma C_{2 n}^{\star}\right), \tag{14}
\end{align*}
$$

where $j=1, \ldots, N$. By solving this set of equations, a general N -soliton solution for Eq. (2) can be found. If there is only one zero, $\lambda_{1}=\xi+\mathrm{i} \eta$ of $s_{11}(\lambda)$, then Eqs. (11), (13) and (14) result in a one-soliton solution (c.f. Refs. [8,22]):
$q_{1}=2 \eta p_{1} \operatorname{sech} y \exp (\mathrm{i} \theta)$,
$q_{2}=2 \eta p_{2} \operatorname{sech} y \exp (\mathrm{i} \theta)$,
where
$y=2 \eta(x+4 \xi z)-\log \left(\frac{\beta_{0}}{2 \eta}\right), \quad \theta=4\left(\eta^{2}-\xi^{2}\right) z-2 \xi x$,
$p_{1}=-\mathrm{i} C_{11}^{\star}(0) / \beta_{0}, \quad p_{2}=-\mathrm{i} \sigma C_{21}^{\star}(0) / \beta_{0}$,
$\beta_{0}=\left[\left|C_{11}(0)\right|^{2}+\sigma\left|C_{21}(0)\right|^{2}\right]^{1 / 2}$.
The real (imaginary) part of the zero $\lambda_{1}$ is related to the soliton velocity (amplitude or inverse width).

If an initial condition decreases sufficiently quickly at $x \rightarrow \pm \infty$, then the solution evolves into a set of solitons and linear waves ("radiation") $[1,22,23]$. The latter decreases in amplitude and spreads in space. Therefore, in many cases, and particularly when the real parts of the zeros, $\lambda_{n}$, are different, the field consists of a set of well-separated solitons in the form of Eq. (15). However, the evolution of the continuous spectrum is also important, especially if the initial conditions are such that solitons are not generated.

## 3. Dynamics of pulses

Let us now study the dynamics of a single pulse and of a pair of them. For simplicity, we consider pulses of rectangular shape, since this allows us to solve the problem analytically. We will be interested only in asymptotic behavior at large $z$. Since the spectral parameters for the continuous and discrete spectra, $\lambda$ and $\lambda_{n}$, do not depend on $z$, it is sufficient to solve only the direct scattering problem equation (6). We use [c.f. Eqs. (8) and (9)] as boundary conditions
$\left(\begin{array}{l}f_{1} \\ f_{2} \\ f_{3}\end{array}\right)=\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right) \mathrm{e}^{-\mathrm{i} \lambda x} \quad$ at $x \rightarrow-\infty$,
$\left(\begin{array}{l}f_{1} \\ f_{2} \\ f_{3}\end{array}\right)=\left(\begin{array}{c}s_{11} \mathrm{e}^{-\mathrm{i} \lambda x} \\ s_{12} \mathrm{e}^{\mathrm{i} \lambda x} \\ s_{13} \mathrm{e}^{\mathrm{i} 2 x}\end{array}\right) \quad$ at $x \rightarrow+\infty$,
because the scattering data can be found from these three elements, $s_{11}, s_{12}$, and $s_{13}$, of the scattering matrix.

Now we introduce the norm $I\left(q_{1}, q_{2}\right) \equiv\left|q_{1}\right|^{2}+\sigma\left|q_{2}\right|^{2}$, which will play an important role in the further analysis. For the MM model, this parameter corresponds to the difference between the component intensities, while for the CM system, it represents the total intensity of the field. Also note that, for real $q_{1}(x, 0)$ and $q_{2}(x, 0)$, if $\lambda$ is an eigenvalue of Eq. (6), then $-\lambda^{\star}$ is also an eigenvalue. This means that for real potentials, eigenvalues migrate to the upper half of $\lambda$-plane by crossing the real axis either along the imaginary axis, or in pairs with opposite values of their real parts.

If $I$ is smaller than a certain threshold value, then no solitons appear (see Section 3.1). In order to describe the pulse dynamics in this case, one should obtain the parameters $\rho_{1}$ and $\rho_{2}$, solve Eq. (12) for $F_{1}, F_{2}$, and $F_{3}$, and then find the field from Eq. (13). Fortunately, the asymptotic state of the field at $z \rightarrow \infty$ can be found easily from the coefficient $s_{11}(\lambda)$ (c.f. Ref. [23]). Similarly to the NLS equation [23], in the absence of solitons, the solution of the Manakov equations at $z \rightarrow \infty$ can be written in a self-similar form as
$q_{1}(x, z) \approx z^{-1 / 2} y_{1}(Y) \exp \left[\mathrm{i} \theta(Y, z)+\mathrm{i} \phi_{1}(Y)\right]$,
$q_{2}(x, z) \approx z^{-1 / 2} y_{2}(Y) \exp \left[\mathrm{i} \theta(Y, z)+\mathrm{i} \phi_{2}(Y)\right]$,
where
$\theta(Y, z)=z\left[\frac{Y^{2}}{4}+2\left[y_{1}^{2}(Y)+\sigma y_{2}^{2}(Y)\right] \frac{\log z}{z}\right], \quad Y=x / z$.
Functions $y_{1}(Y), y_{2}(Y), \phi_{1}(Y)$ and $\phi_{2}(Y)$ are slowly varying functions, therefore the solution Eq. (17) represents a smooth variation of the plane wave solution. The norm $I$ of the field at $z \rightarrow \infty$ is related to $s_{11}(\lambda)$ by:

$$
\begin{align*}
I & =\left|q_{1}(x, z)\right|^{2}+\sigma\left|q_{2}(x, t)\right|^{2} \approx \frac{1}{z}\left(\left|y_{1}(Y)\right|^{2}+\sigma\left|y_{2}(Y)\right|^{2}\right) \\
& \approx-\frac{1}{4 \pi z} \log \left|s_{11}\left(-\frac{x}{4 z}\right)\right|^{2} \tag{18}
\end{align*}
$$

### 3.1. Single pulse

We consider an initial condition in the form of a single rectangular pulse $(j=1,2)$ :
$q_{j}(x, 0)= \begin{cases}Q_{j} \exp (2 \mathrm{i} v x), & x=\left[x_{1}, x_{2}\right], \\ 0, & \text { otherwise },\end{cases}$
where $Q_{1}$ and $Q_{2}$ are complex constants and $v$ is real. It is clear that Eqs. (2), with initial condition (19), are reduced to the scalar NLS equation. Depending on the values of $Q_{1}$ and $Q_{2}$, the corresponding NLS equation can be either focusing or defocusing. We present the results for a single pulse in order to show how one can control the pulse dynamics by changing the initial polarization.

For this initial condition, we define the parameter $I_{0}=I(z=0)=\left|Q_{1}\right|^{2}+\sigma\left|Q_{2}\right|^{2}$, which is used below. The
solution of Eqs. (6) with the potential (19) and boundary conditions (16) gives (c.f. Ref. [2])

$$
\begin{align*}
& s_{11}(\lambda)=\mathrm{e}^{\mathrm{i}(\lambda+v) w}\left[\cos (\kappa w)-\frac{\mathrm{i}(\lambda+v)}{\kappa} \sin (\kappa w)\right] \\
& s_{12}(\lambda)=-\mathrm{e}^{-\mathrm{i}(\lambda+v)\left(x_{1}+x_{2}\right)} \frac{Q_{1}^{\star}}{\kappa} \sin (\kappa w)  \tag{20}\\
& s_{13}(\lambda)=-\sigma \mathrm{e}^{-\mathrm{i}(\lambda+v)\left(x_{1}+x_{2}\right)} \frac{Q_{2}^{\star}}{\kappa} \sin (\kappa w)
\end{align*}
$$

where $\kappa^{2}=(\lambda+v)^{2}+I_{0}, w=x_{2}-x_{1}$. The scattering coefficients in Eq. (20) have the same form for $\sigma=1$ and $\sigma=-1$. Therefore, provided that $I_{0}>0$, one can directly use the results of paper [2], which were obtained for the CM equations, for the MM system. They can be summarized as follows [2]:
(i) For the case $v=0$, which is applicable for items (i)(iv), all zeros of $s_{11}(\lambda)=0$ in the upper half-plane are pure imaginary, $\lambda_{n}=\mathrm{i} \eta_{n}$. This means that the velocities of emerging solitons are equal to zero [c.f. Eq. (15)].
(ii) The number $N_{S}$ of zeros, or the number of solitons, depends only on the product $I_{0}^{1 / 2} w, I_{0}>0$. It is given by $N_{S}=\operatorname{int}\left[I_{0}^{1 / 2} w / \pi+1 / 2\right]$, where $\operatorname{int}[\ldots]$ denotes the integer part of the argument. The parameters of the solitons, found from $\lambda_{n}$ and Eq. (15), depend on both $w$ and $I_{0}$.
(iii) If $0<I_{0}^{1 / 2} w<\pi / 2$, then no solitons appear, so that all initial energy is transformed into radiation.
(iv) If $\pi / 2<I_{0}^{1 / 2} w<3 \pi / 2$, then only one soliton emerges, while if $I_{0}^{1 / 2} w>3 \pi / 2$, the asymptotic field represents a bound state of $N_{S}$ solitons, $N_{S} \geqslant 2$.
(v) If $v \neq 0$, then the zeros of $s_{11}(\lambda)$ have the same real parts, $\lambda_{n}=-v+\mathrm{i} \eta_{n}$, so that all emerging solitons move with the same velocity, $4 v$.

The values $I_{0}<0$ are specific to the MM system. The initial potential with such parameters results in only a continuous spectrum of the scattering problem (6), so that the pulse will decay dispersively and no solitons will appear. In this range of $I_{0}$, the defocusing component of the field dominates, and this prevents the creation of bright solitons. Fig. 1a shows the dependence of the relative norm $\bar{I} \equiv$ $I / I(Y=0)$ multiplied by $z$ on $Y=x / z$, as found from(20) and (18). One can see that these profiles are similar to sinc function, which is an asymptotic state of the linear Schrödinger equation with the initial condition (19). Numerical simulations of the MM Eqs. (2) show that the self-similar profile is formed quickly, especially when $\left|Q_{2}\right| \gg\left|Q_{1}\right|$. The value of the peak norm, $I(Y=0)$, as a function of $\left|Q_{2}\right|$, is presented in Fig. 1b. A comparison of the results for $z=1$ and $z=10$ shows that Eq. (18) applies, starting from $z \sim 1$. The agreement between the numerical simulations and the theoretical prediction is quite good. Minor deviations indicate that the asymptotic state has not been reached by that time.


Fig. 1. Parameters of the asymptotic field for a single-pulse initial condition (19) with $Q_{1}=2, w=1$ and different values of $Q_{2}$ : (a) the relative norm $\bar{I}$, found from Eqs. (20) and (18), and multiplied by $z$, as a function of $x / z ; Q_{2}=1.5$ (solid line), $Q_{2}=2.5$ (long dashed line) $Q_{2}=4$ (short dashed line). (b) The amplitude $I(0)$ of the norm multiplied by $z$ as a function of $Q_{2}$. The line is calculated using Eqs. (20) and (18), while the points are a result of numerical simulations of Eqs. (2), and the circles (stars) correspond to $z=1(z=10)$.

To summarize, in this section we have shown that if $I_{0} w^{2}>\pi^{2} / 4$, then the initial condition (19) evolves into $N_{S}$ solitons (and radiation). The parameters of the solitons are found from the zeros of $s_{11}(\lambda)$ given by Eq. (20). As was mentioned, the MM system with initial condition (19), reduces to the scalar focusing NLS equation, provided that $I_{0} w^{2}>\pi^{2} / 4$. A detailed study can be found in Ref. [23], for example. If $I_{0} w^{2}<\pi^{2} / 4$, the initial pulse transforms into radiation only, and the distribution of the field is described asymptotically according to Eqs. (18) and (20). Therefore, if the larger amount of energy is in the first component, $\left|Q_{1}\right|>\left|Q_{2}\right|$, then the system behaves like the scalar focusing NLS equation, while if $\left|Q_{1}\right|<\left|Q_{2}\right|$, it corresponds to the defocusing case. As we will see in the next section, this conclusion does not apply to the interaction of pulses. On the other hand, we have shown that one can control the parameters of the emerging solitons by changing the initial amplitude of the second component. Large values of $Q_{2}$ suppress the creation of solitons.

Let us estimate the parameters in dimensional units. To our knowledge there are no experiments corresponding to the MM system. However, as mentioned in Section 1, this
system can be realized in an array of 1 D waveguides. Therefore, we adopt parameters close to those used in experiments on waveguide arrays [13], namely, that the array period along $x$-axis $d=5 \mu \mathrm{~m}$, the coupling constant between adjacent waveguides $C=1000 \mathrm{~m}^{-1}$ and the nonlinear coefficient $\gamma=5 \mathrm{~m}^{-1} \mathrm{~W}^{-1}$. Then the diffraction coefficient in Eq. (1) is found to be $D \approx C d^{2}=2.5 \times 10^{-8} \mathrm{~m}$. Let the initial beam width $w_{\text {in }}=25 \mu \mathrm{~m}$, and the characteristic scale $X_{\mathrm{c}}=w_{\text {in }}$. Then the power and the propagation distance scales are $I_{\mathrm{c}} \equiv\left|\psi_{\mathrm{c}}\right|^{2}=8 \mathrm{~W}$ and $Z_{\mathrm{c}}=2.5 \mathrm{~cm}$, respectively. The threshold value of the peak power $I_{\mathrm{th}}$ for the creation of a soliton is defined as $I_{\mathrm{th}}=\left(\pi^{2} / 4\right) I_{\mathrm{c}} \approx 20 \mathrm{~W}$.

### 3.2. Interaction of pulses

In this section, we study the interaction of two pulses. We take two rectangular pulses separated by the distance $L \equiv x_{3}-x_{2}$ as the initial condition:
$q_{j}(x, 0)= \begin{cases}Q_{j a} \exp \left(2 \mathrm{i} v_{a} x\right), & x=\left[x_{1}, x_{2}\right], \\ Q_{j b} \exp \left(2 \mathrm{i} v_{b} x\right), & x=\left[x_{3}, x_{4}\right], \\ 0, & \text { otherwise },\end{cases}$
where $Q_{j a}$ and $Q_{j b}$ are complex constants, $j=1,2, v_{a}$ and $v_{b}$ are real, $x_{1} \leqslant x_{2} \leqslant x_{3} \leqslant x_{4}$, and the indices $a$ and $b$ refer to the first and second pulses, respectively. Then the solution of the direct scattering problem (6) gives (see also Ref. [9])

$$
\begin{align*}
s_{11}(\lambda)= & \mathrm{e}^{\mathrm{i}\left(\lambda+v_{a}\right) w_{a}} \mathrm{e}^{\mathrm{i}\left(\lambda+v_{b}\right) w_{a}} \frac{\sin \left(\kappa_{a} w_{a}\right) \sin \left(\kappa_{b} w_{b}\right)}{\kappa_{a} \kappa_{b}} \\
& \times\left\{[ \kappa _ { a } \operatorname { c o t } ( \kappa _ { a } w _ { a } ) - \mathrm { i } ( \lambda + v _ { a } ) ] \left[\kappa_{b} \cot \left(\kappa_{b} w_{b}\right)\right.\right. \\
& \left.-\mathrm{i}\left(\lambda+v_{b}\right)\right]-\left(Q_{1 a}^{\star} Q_{1 b}+\sigma Q_{2 a}^{\star} Q_{2 b}\right) \mathrm{e}^{-2 i\left(\lambda+v_{a}\right) x_{2}} \\
& \left.\times \mathrm{e}^{2 i\left(\lambda+v_{b} \kappa_{3}\right.}\right\}, \tag{22}
\end{align*}
$$

where $\kappa_{\alpha}^{2}=\lambda^{2}+\left|Q_{1 \alpha}\right|^{2}+\sigma\left|Q_{2 \alpha}\right|^{2}=\lambda^{2}+I_{0 \alpha}, \quad \alpha=a$ or $b$, $w_{a}=x_{2}-x_{1}$ and $w_{b}=x_{4}-x_{3}$. The first term in the curly brackets in Eq. (22) represents the product of corresponding terms for single boxes [c.f. Eq. (20)]. The second term in the brackets in Eq. (22) can be associated with nonlinear interference. It is due to this term that the result from the two-pulse initial condition is not a simple sum of the dynamics originating from each pulse.

The interaction of pulses in the CM system was studied in the paper [9] (see also [24,25]). The main conclusions were the following [9]:
(i) The zeros of $s_{11}(\lambda)$ can be complex with non-zero real parts, even for two real initial pulses, i.e. for real $Q_{j a}$ and $Q_{j b}$, and $v_{a}=v_{b}=0$. This means that solitons with non-zero velocities appear. The parameters of the solitons, such as the amplitude and velocity, strongly depend on the parameters of the initial pulses, as well as on the separation distance $L$.
(ii) The number $N_{S}$ of emerging solitons for some separation distances can be larger then the sum of emerging solitons from each of the two pulses. For fixed parameters of the initial pulses, $N_{S}$ can vary as $L$ changes.

These conclusions are also valid, in general, for the MM system. Let us analyze some particular cases. For the rest of this section, we take $v_{a}=v_{b}=0$, and $w_{a}=w_{b}=1$, and we consider only the MM system. The procedure is similar to that in Section 3.1. Thus, one solves for the zeros of $s_{11}(\lambda)$, Eq. (22). When they exist, they define the parameters of the emerging solitons. If the initial condition generates no solitons, then Eqs. (18) and (22) can be used for the reconstruction of the asymptotic state of the field.

### 3.2.1. The case $\frac{Q_{l a}}{Q_{2 a}}=\frac{Q_{l b}}{Q_{2 b}}=\alpha$

Such initial conditions are particular cases of a more general initial condition in the form:
$q_{1}(x, 0)=\alpha q_{2}(x, 0)$,
where $\alpha$ is a complex constant. Then the vector NLS Eq. (2) reduces to the scalar one for the function $q_{1}(x, z)$ or $q_{2}(x, z)$, and another field is found from the relation $q_{1}(x, z)=$ $\alpha q_{2}(x, z)$. If $|\alpha|=1$, then both components propagate as linear waves.

The interaction of solitons in the scalar focusing and defocusing NLS equations is a well-studied problem (see e.g. [26,27]). Usually, the pulses were considered in the form of hyperbolic secants with the amplitudes approxi-


Fig. 2. Thresholds for soliton generation from initial condition (21) with different values of $Q_{1 b}$. Parameters are $L=0, w_{a}=w_{b}=1$, (a) $Q_{2 b}=0$, and (b) $Q_{1 b}=0$.
mately equal to the inverse widths in dimensionless units [c.f. (15)]. In other words, each pulse was taken to be close to the one-soliton solution. The interaction of pulses that have an arbitrary relation between the amplitude and width, i.e. pulses consisting of several solitons, were considered only recently [24,25]. An application of the IST method to pulses with rectangular shape allows one to analytically solve the problem of the interaction.

### 3.2.2. The case $Q_{1 a}^{\star} Q_{1 b}=Q_{2 a}^{\star} Q_{2 b}$

Particular examples of such initial conditions are $Q_{1 a}=Q_{2 b}=0$ or $Q_{2 a}=Q_{1 b}=0$, which correspond to the interaction of pulses which are initially in different components. In the general case, as follows from Eq. (22), the nonlinear interference term disappears. The parameter $s_{11}(\lambda)$ is now expressed in a factorized form so that the discrete spectrum can easily be found. In fact, for such initial conditions, only one pulse of these two can produce solitons, while the other will dispersively decrease. The number of solitons corresponds to that for a single pulse. If $I_{0 a} w^{2}<\pi^{2} / 4$ and $I_{0 b} w^{2}<\pi^{2} / 4$, then the initial condition evolves into dispersive waves. The asymptotic state for such initial conditions can be found from Eqs. (18) and (22).


Fig. 3. Eigenvalues $\lambda_{n}=\xi_{n}+\mathrm{i} \eta_{n}$ for initial condition (21) as functions of the separation distance. The parameters are $w_{a}=w_{b}=1$, (a) $\left(Q_{1 a}, Q_{2 a}\right)=$ $(2,1)$. Only the first five eigenvalues are shown; (b) $\left(Q_{1 a}, Q_{2 a}\right)=(1,2)$, while $\left(Q_{1 b}, Q_{2 b}\right)=(2,0)$ in both cases. Solid (dashed) lines correspond to $\eta_{n}$ $\left(\xi_{n}\right)$. Numbers near the lines correspond to the number $n$ of the eigenvalue $\lambda_{n}$.

### 3.2.3. The case $Q_{2 b}=0$

It is difficult to find a simple expression, similar to that in the case of a single pulse (see Section 3.1), for the number of emerging solitons. We have found, computationally, the thresholds for soliton generation by numerically solving the equation $s_{11}(\lambda)=0$. The result for $L=0$ in the plane $\left(Q_{2 a}, Q_{1 a}\right)$, considering $Q_{1 b}$ as a parameter, is presented in Fig. 2a. The non-soliton area is between two lines of the same type. For $Q_{1 b}=0$, the threshold is found from $Q_{1 a}= \pm\left[\pi^{2} /\left(4 w^{2}\right)-\left|Q_{2 a}\right|^{2}\right]^{1 / 2}$. We also show, as a reference, the lines $Q_{1 a}= \pm Q_{2 a}$. The plot is symmetric about $Q_{2 a}=0$. One can see that with an increase of $Q_{1 b}$, the boundaries approach each other. This is obvious, since the energy of the first (focusing) component increases. For $Q_{1 b}=0$, if $\left|Q_{1 a}\right|$ is larger than the threshold value, then a single soliton with zero velocity appears. For $Q_{1 b}>0$, a single soliton appears above the upper boundary, while below the lower boundary, a pair of solitons with opposite velocities can appear. A sign change of $Q_{1 b}$ results in a sign change of the boundary values.

Let us now consider the dependence of the dynamics on the separation distance $L$. We take the following initial conditions: $\left(Q_{1 a}, Q_{2 a}\right)=(2,1),\left(Q_{1 b}, Q_{2 b}\right)=(2,0)$ and $w_{a}=$
$w_{b}=1$. The eigenvalues $\lambda_{n}=\xi_{n}+\mathrm{i} \eta_{n}$, found from a numerical solution of Eq. (22), are shown in Fig. 3a. The numbers near the curves correspond to the eigenvalue numbers. Note that $\operatorname{Re}\left[\lambda_{2}\right]=-\operatorname{Re}\left[\lambda_{3}\right], \operatorname{Re}\left[\lambda_{4}\right]=-\operatorname{Re}\left[\lambda_{5}\right]$, etc. Recall that $2 \eta_{n}=\left(A_{1 n}^{2}-A_{2 n}^{2}\right)^{1 / 2}$ is related to the peak norm of the $n$th soliton [c.f. Eq. (15)], where $A_{1 n}$ and $A_{2 n}$ are the amplitudes of the field components of the $n$th soliton. Parameter $4 \xi_{n}$ is the velocity of the $n$th soliton. For $L \lesssim$ 0.56 , only one pure imaginary root exists, $\lambda_{1}=\mathrm{i} \eta_{1}$. At $L=0.56,3.26,6.0,8.8 \ldots$ pairs of solitons with opposite velocities appear. We have shown only the first five eigenvalues. At $L \gtrsim 11.5, \operatorname{Re}\left[\lambda_{2}\right]=\operatorname{Re}\left[\lambda_{3}\right]=0$, so that the three pure imaginary eigenvalues give rise to a bound state of three solitons. With an increase in $L, \eta_{1} \rightarrow 0.638$ and $\eta_{2} \rightarrow 0.248$, which are the eigenvalues of well-separated pulses. All other eigenvalues $\lambda_{n}, n \geqslant 3$, tend to zero at large $L$.

Fig. 3b shows the result for $\left(Q_{1 a}, Q_{2 a}\right)=(1,2)$ and $\left(Q_{1 b}\right.$, $\left.Q_{2 b}\right)=(2,0)$. Only three eigenvalues exist for $0<L<8$. Note that the parameters of the $a$-pulse are such that it does not generate solitons, however as a result of the interaction between pulses, a pair of solitons appears. Those solitons have very small amplitudes, but since they


Fig. 4. The evolution of the field components for different separation distances. The initial conditions are the same as in Fig. 3a. (a,b) $L=2$, (c,d) $L=6$, and (e,f) $L=12$. The numbers in (c) indicate the corresponding numbers of the solitons.
correspond to non-dispersive packets, they should be taken into account. Of course, for larger values of $Q_{1 a}$, the amplitudes of additional solitons will be more appreciable.

The dynamics presented in Fig. 3a has been checked by a direct numerical simulation of the MM system (2). Fig. 4 shows the evolution of the field components for initial conditions corresponding to Fig. 3a at different separation distances. We use a standard split-step method [1] with absorbing boundary conditions. One can see that three solitons exist at $L=2$ (Figs. 4a and b), where one soliton is static and the other two solitons with smaller amplitudes propagate in opposite directions. The evolution of $q_{2}$ is obviously asymmetric, because of the asymmetry of the initial condition of that component. The dynamics for $L=6$ is presented in Figs. 4c and d. One can distinguish one static and three pairs of moving solitons, though the component $q_{2}$ of some solitons is very small. We recall that $L=6$ is the threshold where a new pair of solitons appears. Therefore, the asymptotic amplitudes of the sixth and the seventh solitons are zero. As seen from Figs. 4 c and d, the amplitudes of these solitons indeed decrease during the propagation in $z$, from 0 to $\sim 5$. At $L=12$ (see Figs. 4 e and f ), there is the three-soliton solution and also several moving solitons. This is consistent with Fig. 3a. The amplitudes of moving solitons are smaller than those for $L=2$ and $L=6$. The amplitude of the static pulse oscillates with large deviations. This is typical for a bound state of several solitons.

Fig. 5 shows the dependence of the peak norm $A_{11}^{2}-A_{21}^{2}$ of the first (largest) soliton on $z$, where $A_{11}$ and $A_{21}$ are the peak amplitudes of the components. Horizontal lines correspond to the asymptotic values (c.f. Fig. 3a). The asymptotic values for $L=6$ and $L=12$ are close to each other, so only one line is shown. One can see good agreement between the theory and numerical simulations of Eq. (2). The result for $L=12$ is unexpected. Although the initial pulses are far from each other, they result in a bound state of three solitons, while for shorter separation distances, only single solitons emerge.


Fig. 5. The dependence of the peak norm $A_{11}^{2}-A_{21}^{2}$ of the largest soliton on $z$ for $L=2$ (solid line), $L=6$ (dashed line), and $L=12$ (dotted line), as found from numerical simulation of Eq. (2). The thin horizontal lines are asymptotic values $4 \eta^{2}$. Initial conditions are the same as in Fig. 3a.

### 3.2.4. The case $Q_{1 b}=0$

The thresholds for soliton generation for this case, when $L=0$ and $w_{a}=w_{b}=1$, are presented in Fig. 2b. The plot is symmetric about $Q_{1 a}=0$. A change in the sign of $Q_{2 b}$ results in a symmetry reflection about $Q_{2 a}=0$. Above the threshold and at $Q_{2 a} \lesssim 2$, a single soliton with zero velocity appears, while at $Q_{2 a} \gtrsim 2$, two moving solitons appear. This explains the non-monotonic dependence of the threshold near this point. As in the previous case, the non-soliton area decreases with an increase in $Q_{2 b}$.

The dependence of the eigenvalues on $L$ is shown in Fig. 6. Let us first consider the following initial condition $\left(Q_{1 a}, Q_{2 a}\right)=(2,1),\left(Q_{1 b}, Q_{2 b}\right)=(0,2)$, and $w_{a}=w_{b}=1$ (see Fig. 6a). Only the first four eigenvalues are shown in the figure. At $L \lesssim 6.7$, the eigenvalues $\lambda_{1}$ and $\lambda_{2}$ correspond to oppositely moving solitons with the same amplitude. At $L \gtrsim 6.7$, the real parts of the eigenvalues become zero, so that a bound state of two solitons is formed. At large $L, \lambda_{1} \rightarrow 0.248$, which corresponds to a soliton emerging from an $a$-pulse, while all the other eigenvalues tends to zero.

The dependence of the eigenvalues for $\left(Q_{1 a}, Q_{2 a}\right)=$ $(1,2),\left(Q_{1 b}, Q_{2 b}\right)=(0,2)$ and $w_{a}=w_{b}=1$ is presented in Fig. 6b. Note that neither the $a$-pulse nor the $b$-pulse, when considered separately, results in solitons. However, the


Fig. 6. Eigenvalues $\lambda_{n}=\xi_{n}+\mathrm{i} \eta_{n}$ as functions of the separation distance. The parameters are $w_{a}=w_{b}=1$. (a) $\left(Q_{1 a}, Q_{2 a}\right)=(2,1)$; (b) $\left(Q_{1 a}, Q_{2 a}\right)=$ $(1,2)$, while $\left(Q_{1 b}, Q_{2 b}\right)=(0,2)$ in both cases. Solid (dashed) lines correspond to $\eta_{n}\left(\xi_{n}\right)$.
interaction between them produces the solitons, though they have very small amplitudes.

As follows from Fig. 2, the variation of the field in the second component changes the parameters of the emerging solitons, and therefore the interaction of pulses. One can see from Figs. 3 and 6 that bifurcations occur for separation distances $L \sim 2-10$. For the system parameters mentioned at the end of Section 3.1, this corresponds to $L \sim 50-500 \mu \mathrm{~m}$.

## 4. Conclusions

We have considered the evolution of rectangular pulses in the modified Manakov system, Eq. (2) with $\sigma=-1$. The study is based on the inverse scattering transform method. Namely, we have solved the direct scattering problem and have shown how the asymptotic state of the system can be found from the scattering data. We have demonstrated that both the parameters of solitons and the asymptotics of the field in the non-soliton regime can be recovered from the coefficient $s_{11}(\lambda)$. We have considered single-pulse and two-pulse initial conditions. We found that the case of the single-pulse initial condition reduces to the scalar (focusing or defocusing) form. The interaction of two pulses separated by an intermediate distance may result in the appearance of additional moving solitons and in the formation of bound states of several solitons.

In contrast to the CM system, the MM model is not symmetric relative to the transformation $q_{1} \leftrightarrow q_{2}$. Therefore, the dynamics strongly depends on the initial distribution of the energy between the components. The propagation of pulses in the MM system can be similar to that in linear, focusing or defocusing media. We have shown that by changing the field in the second component, one can control the parameters of solitons emerging from a single pulse. For large initial values of $\left|Q_{2}\right|$, it is even possible to suppress the creation of solitons, so that the initial pulse decays dispersively. As has been shown in Section 3.2, one can also change the interaction of pulses by varying the field in the second component. Therefore, such a two-component scheme can be used for data manipulation. The first component plays the role of a data carrier, while the second component is used as a control of the signal. The distance between adjacent beams should be larger than $\sim 10 w_{\text {in }}$ in order to avoid the creation of additional beams.

It can also be interesting to study the dynamics of waves with different boundary conditions, for example with non-zero values of $q_{2}$ at $x \rightarrow \pm \infty$. In this case, a basic solution of Eq. (2) is represented as a pair of bright and dark solitons. However, such a case requires the reformulation of the inverse scattering method and separate studies.
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