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We apply the concept of photoemission time delay to the process of single-photon one-electron
ionization of the H2 molecule. We demonstrate that, by resolving the photoelectron detection in
time on the attosecond scale, one can extract differential photoionization cross sections for particular
field/molecule orientations from the measurement on a randomly oriented molecule
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Attosecond science has extended experimental stud-
ies of atomic and molecular photoionization into a new
dimension. In atoms, a time delay between absorption
of an attosecond XUV pulse and subsequent emission
of a photoelectron has been measured [1, 2, 3]. In
molecules, electron localization and attosecond control
have been demonstrated in pump-probe photoionization
experiments [4, 5]. Experimental time-delay studies in
molecules are yet to be performed either by using the at-
tosecond streaking [1] or by the interferometric sideband
oscillation technique [2]. In the meantime, molecules of-
fer a very rich and complex photoionization picture in
which the cross-section and angular distribution of pho-
toelectrons depend sensitively on the molecular orienta-
tion relative to the polarization axis of VUV radiation.
Thus the attosecond time delay studies can be very ben-
eficial to molecular photoionization by defining the phase
of the ionization amplitude and thus achieving the com-
plete photoionization experiment [6].

In the simplest case of a homonuclear diatomic
molecule, its orientation is defined by the mutual angle
θN of the molecular and polarization axes. Photoioniza-
tion cross-section and angular distribution of photoelec-
trons in H2 and D2 depend strongly on this angle varying
between the limits of Σ (θN = 0) and Π (θN = 90◦) ori-
entations. In single photoionization, the amplitude and
cross-section of the Σ orientated H2 display a deep mini-
mum [7] which can be attributed to the two-center elec-
tron interference [8]. In double photoionization (DPI),
the angular correlation pattern in two-electron contin-
uum shows strong variation with the angle θN . Be-
cause of the Coulomb explosion of the doubly ionized
H2 molecule, its orientation at the moment of ionization
can be measured experimentally [9, 10]. In principle,
neutral polarizable molecules can also be aligned by a
strong laser field [11]. However, reports of single pho-
toionization of aligned molecules are not known to the
authors.

In this Letter, we offer an alternative strategy of at-

∗Electronic address: Igor.Ivanov@anu.edu.au

tosecond studies of randomly oriented molecules. Within
the framework of the time delay theory [12, 13] and by
employing the saddle-point method, we figure out that
the phase of the electron wave packet, emanated from the
randomly oriented molecule, carries information about
the angle differential photoionization cross-section spe-
cific to certain molecular orientations. By extracting
this information, one can effectively measure the orienta-
tion specific cross-sections without actually aligning the
molecule. In the following, we illustrate our findings by
using a process of single-photon one-electron ionization
of the H2 molecule as a convenient example.

We shall be interested in the probability density distri-
bution P (t) to detect an electron at the moment of time
t using a detector placed at a point r far away from the
ionized molecule. The time-dependent wave function of
the ejected electron after the end of the laser pulse can
be written as

Ψ(r, t)=
∫

dqf(q)Ψ−q (r)e−iEt , (1)

where Ψ−q (r) are the (ingoing) scattering states in the
field of the molecular ion and f(q) is the photoioniza-
tion amplitude. A complete expansion of the wave func-
tion should include bound states as well but they do
not propagate to large distances and hence do not af-
fect the asymptotic behavior of the wave packet, so we
omit them. For large t and r, the integral in Eq. (1)
can be evaluated using the saddle-point method. For
the wavepacket, describing an electron escaping with
the asymptotic momentum k, the amplitude |f(q)| in
Eq. (1) can be represented near its maximum as f(q) '
exp[−a(q||−k)2 + iδ(q)− bq2

⊥] , where q|| and q⊥ are the
components of the vector q in the direction of asymptotic
momentum k and perpendicular direction, respectively.
The quantity δ(q) is the phase of the ionization ampli-
tude. The parameter b characterizes the spread of the
wavepacket in the lateral direction, and it is determined
ultimately by the experimental geometry. The parameter
a characterizes the spread of the wavepacket in the di-
rection of the momentum vector k towards the detector.
If the wavepacket is well collimated and the parameter
b is large, so that b À a, then the energy spread of the
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wavepacket is approximately ∆E ≈ k/
√

a which, in turn,
is equal approximately to the bandwidth of the driving
laser pulse.

The large t asymptotic behavior of the wave function
(1) is determined by the q|| integration. The scattering
states in Eq. (1) are asymptotically Coulomb waves Ψ−q ∝
eiqr+iγ(r,q) with γ(r, q) = q−1 ln (rq + rq) [1, 15, 16].
Therefore the saddle point, that determines the large t
behavior of the integral in Eq. (1), is a critical point of
the expression

S(q||, t) = −a(q||−k)2+iδ(q||)−iq2
||t/2+iq||r+iγ(r, q||) .

(2)
This critical point determines the asymptotic electron
trajectory

r(t) ³ k(t− t0) + r′(t) . (3)

Here t0(E) = k−1dδ/dq|| is the time delay and r′(t) =
−dγ(r, q||)/dq|| is a known function varying logarithmi-
cally slow with t. All the derivatives here are assumed to
be taken at the point q|| = k.

To find the probability of the electron detection as
a function of time, we have to evaluate the integral in
Eq. (1). By using the saddle-point method, expand-
ing Eq. (2) around the critical point and retaining the
quadratic terms, we arrive at the following expression:

Ψ(r, t) ∝ exp
{
− [r − k(t− t0)− r′(t)]2

4a

}
(4)

The squared modulus of the wave function (4) defines
the probability P (t, R, θN ) for an electron to arrive at
the moment of time t at the detector placed at the point
R = nR

P (t,R, θN ) = A(n, θN ) exp
{
−k2[t− t0(n, θN )− τ ]2

2a

}
.

(5)
Here we introduced the arrival time τ defined as a root
of the equation:

R = kτ + r′(τ). (6)

From Eq. (6) and the definition of the function r′(t)
above, it is clear that the arrival time depends only on
the experimental geometry and does not depend on the
field/molecule orientation. The physical meaning of the
arrival time is obvious. It corresponds to the moment
of time at which the distribution of the electrons, arriv-
ing at the detector, as a function of time would have
peaked in the absence of any time delay. When deriving
Eq. (5), we also took account of the fact that both the
pre-exponential factor and the time delay t0 depend on
the unit vector n = R/R in the direction of the detec-
tor and the mutual field/molecule orientation, defined by
the angle θN . The pre-exponential factor can be found
by noting that the integration of P (t,R, θN ) over time
should give us the total probability to detect an electron

escaping in a given direction. The latter can be expressed
in terms of the differential cross-section and the total en-
ergy carried by the laser pulse [14]. For the coefficient in
Eq. (5) we thus obtain:

A(n, θN ) =
k0c

8π
3
2 ω

dσ(n, θN )
dΩ

∫
F 2(t) dt . (7)

Here c ≈ 137 is the speed of light in atomic units. The
integral of the squared electric field intensity F (t) is taken
over the duration of the pulse. This integral is related to
the total energy of the laser pulse which is usually known
in the experiment. The signal measured at the detector
is an average over all possible molecular orientations:

Pav(t) =

π
2∫

0

P (t, θN ) sin θN dθN (8)

As a numerical example, we consider here the pro-
cess of single-photon one-electron ionization of H2 for the
photon energy ω = 64 eV. We consider the geometry in
which photoelectrons are detected in the z direction of
the polarization vector of the laser field. Numerical data,
that are required to evaluate Eqs. (5) and (8), are com-
puted using the exterior complex scaling method in pro-
late spheroidal coordinates (PSECS) [17]. These data are
the angle differential cross-section in the direction of the
photoelectron detection and the time delay correspond-
ing to the given photoelectron energy E. The latter is
computed as

t0(n, θN ) = Im
[
df(n, θN )

dE

1
f(n, θN )

]
, (9)

where f(n, θN ) is the photoionization amplitude. The
energy derivative is evaluated using the finite difference
formula by running PSECS calculations for two closely
spaced energies. For the parameter a in Eq. (5) we used
the value a = 20 a.u. which gives us the characteristic
spread of the electron wavepacket of 10 eV. With the car-
rier frequency of 64 eV, this corresponds to a rather short
pulse. We emphasize that the exact shape of this pulse
(Gaussian or not) is not relevant to our analysis. All we
need for the saddle point derivation is a quadratic expan-
sion of the modulus of the ionization amplitude near the
critical point, which is always valid.

Our numerical results are presented on the top panel
of Fig. 1 in the form of the photoelectron detection
probability distribution Pav(t) as a function of time mea-
sured from the moment of arrival τ . On the same panel,
we also display the probability distribution P 0

av(t), ob-
tained if in Eq. (5) we put time delays to zero. The
difference between the time delayed and zero delayed
probabilities is highlighted on the bottom panel of Fig.
1 where we display the normalized difference signal
[Pav(t) − P 0

av(t)]/P 0
av(t). As can be seen from Eq. (5)

and Fig. 1, the probability P 0
av(t) is an even function of

t = τ peaked at t − τ = 0. The time delays t0(n, θN ),
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which are different for different orientations θN , are re-
sponsible for the asymmetry of the averaged distribution
visible on both panels of Fig. 1.
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FIG. 1: (Color online) Top panel: The angular averaged prob-
ability distribution Pav(t) computed according to Eqs. (5)
and (8) is shown by the solid (red) line. The dash (green)
line: results of the fitting procedure. The (blue) dots:
distribution P 0

av(t) computed assuming zero time delays in
Eq. (5). Bottom panel: The normalized difference signal
[Pav(t)− P 0

av(t)]/P 0
av(t).

The computational procedure, that we described
above, solves the direct problem of evaluating the prob-
ability distribution of the counts on the detector as a
function of time. Now we demonstrate that the inverse
problem can also be solved, i.e. one can extract informa-
tion about the cross-sections and time delays for partic-
ular values of field/molecule orientation using the aver-
aged signal Pav(t). The amplitude f(θN ) and its energy
derivative can be parametrized as functions of the angle
θN [18]

f(θN ) = β1 cos θN + β2 sin θN

df(θN )
dE

= β3 cos θN + β4 sin θN , (10)

where βi are some complex parameters. With these pa-
rameters, we can find the differential cross section and the
time delay entering Eqs. (5) and (7) (for the time delay we
use Eq. (9)). The parameter a, which describes the mo-
mentum distribution of the electrons near the crest of the
wave packet, is rarely, if ever, known in the experiment.

We treat it, therefore, as an additional fitting parame-
ter. This gives us a set of fitting parameters β, a. With
this set of parameters, we compute the trial distribution
Ptrial(t) using Eqs. (5), (8) and (10). With Ptrial(t) thus
computed, and Pav(t) presumed to be known, we form a
functional

d(β, a) =
∫ ∞

−∞
[Ptrial(t)− Pav(t)]

2
dt (11)

By minimizing d(β, a) with respect to the fitting parame-
ters, we find the amplitude as a function of the angle θN .
The result of such a fit for the probability distribution is
shown in Fig. 1 for the photon energy ω = 64 eV. The
fitted curve is almost indistinguishable from the original
calculation.
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FIG. 2: (Color online) Differential cross sections of detecting
the photoelectron in the z direction (left column) and cor-
responding time delays (right column) as functions of angle
between molecular axis and field direction for photon energies
of 64 eV (first row), 79 eV (second row), 84 eV (third row),
and 94 eV (lower row). Solid (red) line- data obtained using
the fitting procedure, dash (green)- calculated results.

By knowing the optimal set of fitting parameters β,
we can compute the cross section and the time delay as
functions of the angle θN . These results are shown in Fig.
2 for four fixed photon energies ω = 64, 79, 84 and 94 eV
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along with the original data computed by the PSECS
method. One can see that our fitting procedure repro-
duces the PSECS cross-section data quite reasonably ex-
cept for the angles θN where this cross-section becomes
small. That could be expected as the pre-exponential
factor in Eq. (5) dampens heavily the probability mak-
ing the fitting procedure insensitive to the contribution
from these angles. Since the time delay is generally large
when the cross section is small, the agreement of the fit-
ted and exact time delays in Fig. 2 is not nearly as good
as for the cross sections.

The interval of the photon energies that we considered
includes the deep minimum at approximately 75 eV for
the Σ orientation. The ratio of the cross sections σΠ/σΣ

shows a prominent maximum at this photon energy [7],
where it is approximately an order of magnitude larger
than for the photon energies far from the minimum. This
means that, for the photon energies near 75 eV, the cross
section as a function of the angle θN varies much more on
the interval θN ∈ (0, π/2) than for the photon energies
away from the minimum. Reproducing correctly a widely
varying function using a fitting procedure is a more dif-
ficult task, than reproducing a function which is nearly
constant. We have, therefore, tested our procedure for
the most challenging interval of the photon energies.

To summarize, we described a procedure that allows
one to extract information about the differential cross

sections for particular field/molecule orientations from
the measurement, on a randomly oriented molecule, of
the probability to detect a photoelectron resolved in time.
To do so, as one can see from Fig. 1, the resolution of
the detector should be of the order of 10 as. This resolu-
tion cannot be achieved at present in XUV pump-probe
experiments. However, one can employ the attoseecond
streaking technique by using the ionizing XUV pump and
a streaking infrared (IR) probe [19, 20]. This technique
converts short intervals of time of the oreder of several
attoseconds into more easily measurable physical char-
acteristics such as photoelectron spectra. It is by using
this technique that one can measure attosecond intervals
of time such as the time delay between photo-electrons
emitted from different shells [1], or the characteristic time
an electron takes to tunnel out in the photo-ionization
event [21, 22].
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