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Neutralization and wake effects on the Coulomb explosion of swift H2
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The Coulomb explosion of small cluster beams can be used to measure the dwell time of fragments traversing
amorphous films. Therefore, the thickness of thin films can be obtained with the so-called Coulomb depth profiling
technique using relatively high cluster energies where the fragments are fully ionized after breakup. Here we
demonstrate the applicability of Coulomb depth profiling technique at lower cluster energies where neutralization
and wake effects come into play. To that end, we investigated 50–200 keV/u H2

+ molecular ions impinging on
a 10 nm TiO2 film and measured the energy of the backscattered H+ fragments with high-energy resolution.
The effect of the neutralization of the H+ fragments along the incoming trajectory before the backscattering
collision is clearly observed at lower energies through the decrease of the energy broadening due to the Coulomb
explosion. The reduced values of the Coulomb explosion combined with full Monte Carlo simulations provide
compatible results with those obtained at higher cluster energies where neutralization is less important. The
results are corroborated by electron microscopy measurements.
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I. INTRODUCTION

The determination of the thickness of thin films is an
important task in many areas of modern technology and can
be accomplished with a variety of techniques including those
that make use of ion and electron beams. For most of them,
a knowledge of the atomic density is required. Recently [1],
a novel technique based on the Coulomb explosion of H2

+

molecular beams [2–4] has been developed. The so-called
Coulomb depth profiling technique is based on the fact
that once H2

+ ions of few hundred keV penetrate the first
monolayers of a solid, they lose their bound electrons and break
up under the Coulomb repulsion force between the fragments.
Consequently, the internuclear distance r and the relative
speed between the fragments increase, leading to different
energies in the laboratory frame and giving rise to a peculiar
energy-loss straggling referred to as Coulomb broadening
σC [1]. In addition, a fragment can be backscattered at a
depth z and detected when it leaves the sample. For energies
higher than typically a few keV/nucleon, most ion trajectories
are V shaped and effects due to correlated motion of the
fragments take place only along the incoming path before the
backscattering collision. The Coulomb broadening σC can be
then obtained by measuring the energy loss of these fragments
in comparison with the reference energy loss taken with H+
ions at the same energy per nucleon. The depth information is
obtained from the broadening of the energy-loss distribution
of backscattered H+ ions formed after the breakup of the H2

+

clusters. The energy-loss straggling can be disentangled from
other energy-loss fluctuations and converted to dwell time
or penetration depth [1]. This technique thus provides film
thicknesses in nm. Therefore, by combining the thickness as
measured by the Coulomb explosion (in nm) with the thickness
measured by traditional ion scattering (in μg/cm2) one can
obtain the density.

However, the conversion of the energy-loss straggling due
to the Coulomb explosion to dwell time is not straightforward
for H2

+ clusters with energies lower than 100 keV/u, where
neutralization, multiple-scattering and wake-potential effects
cannot be neglected. For this case, Monte Carlo simulation is
the appropriate tool to investigate the influence of such effects
on the Coulomb explosion of H2

+ clusters.
For low energies, the neutralization of fragments during

the Coulomb explosion has been discussed in the literature in
connection with the existence of H0 inside the solid. Brandt
and the Lyon group [5] have claimed that the neutral fraction
is composed basically of H+ ions that are neutralized when
the outgoing trajectory crosses the surface. On the contrary,
Cross [6] has argued in favor of the neutral fraction inside
the solid whose value can be understood in terms of electron
capture into, and subsequent loss from, bound states of the
moving proton. Most of the subsequent work (see, for example,
Ref. [7]) assumes that the fraction of H0 stems from inside the
solid, but the question whether there is a stable H0 fraction
inside the solid with an electron as tightly bound and localized
as in vacuum still remains.

The role of the wake potential during the Coulomb explo-
sion has been much less investigated since only recently meth-
ods to describe the interaction between the valence electrons of
a solid and the cluster beam using reliable dielectric functions
have been developed for different materials [8–11]. In fact, the
wake potential can affect the Coulomb explosion in different
ways. Its symmetrical part screens the Coulomb interaction
between the H+ fragments. Moreover, it decreases the electron
binding energy for the embedded neutral fragments, leading to
an increase of their atomic radii. In addition, the asymmetrical
part of the wake potential can even increase the Coulomb
explosion as will be shown later.

Apart from a few exceptions [12,13], most of the previous
investigations of the Coulomb explosion in solids have used the
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Yukawa potential to model the screening interaction between
the fragments. Moreover, the effect of the full noncentral wake
potential on the explosion involving fragments that are charged
part of the time has not been fully explored. This issue plays
a key role on the conversion of Coulomb explosion to dwell
time at low as well as at very high cluster energies.

Understanding of the Coulomb explosion at lower energies
is interesting in itself, but also has practical value, as at lower
cluster energies the technique can be applied to thinner layers.
The aim of the present work is to demonstrate that the Coulomb
profiling technique yields good results at relatively low cluster
energies, provided neutralization and wake effects are taken
into account properly. Therefore, unlike Ref. [1] where it was
assumed that fully ionized fragments interact with a Yukawa
potential, the present work investigates how valence electrons
from a solid affect the Coulomb explosion of embedded
fragments. To that end we have investigated many effects
such as the presence of dressed H0 projectiles with modified
atomic radius, vicinage effects on projectile charge states
and noncentral interaction effects. Experimentally thin TiO2

layers grown on Si were analyzed with the medium energy
ion scattering (MEIS) technique [14], which is a refinement
of the traditional Rutherford backscattering spectrometry
(RBS) [15]. This is the best technique to determine the
Coulomb broadening for films thinner than 10 nm [1] because
of its excellent energy resolution. Unless otherwise stated,
atomic units (� = me = e = 1) are used throughout the paper.

II. EXPERIMENTAL PROCEDURE AND DATA ANALYSIS

The MEIS technique was used in the present work in order
to demonstrate the applicability of the Coulomb depth profiling
technique for the measurement of thin films employing
50–200 keV/u H2

+ molecular ions. The sample consisted of
a thin TiO2 film grown on the native silicon oxide present
on the surface of a 〈100〉 Si wafer and was mounted on a
3-axis goniometer inside the scattering chamber with a vacuum
of about 10−7 mbar. Typical beam currents were less than
15 nA. The ion source provides H2

+ molecules without any
preferential orientation.

Different angles of incidence were used in order to increase
the apparent thicknesses of the films. The backscattered H+
ions emerging from the target were analyzed using a toroidal
electrostatic analyzer (TEA) mounted at 120 degrees with
respect to the beam direction. At the top end of the TEA a
set of two microchannel plates coupled to a position-sensitive
detector allows each ion to be energy- and angle-resolved,
leading to two-dimensional (2D) spectra. The TEA angular
aperture is 24◦, covering angles from 108◦ to 132◦. Each angle
bin corresponds to 0.08 degrees. The overall energy resolution
of the system is 300 eV for a 100 keV H+ beam.

A typical 2D MEIS spectrum obtained for 175 keV/u
H2

+ projectiles striking the TiO2 film is depicted in Fig. 1.
The contributions from protons backscattering from Ti, Si,
and O are easily distinguished in this figure. Moreover, the
contribution from a thin C layer (due to contamination) can be
seen in the 2D spectrum as well as the effect of blocking on
the Si intensity along the 〈100〉 direction. For elements at the
surface of the sample (Ti, O, and C), the signals have different

FIG. 1. (Color online) 2D MEIS spectrum measured with
175 keV/u of H2

+ projectiles under normal incidence on the TiO2

layer grown over crystal Si. The following signals are observed from
top to bottom: Ti from the TiO2 film; Si from the substrate; O from
TiO2 and SiO2 films; and C stemming from contamination. Blocking
lines in Si are also visible. See text for further information.

slopes according to the dependence of the kinematic factor on
the scattering angle.

The 1D energy spectrum featuring the Ti signal for a
scattering angle of 120◦ is shown in Fig. 2. The 1D spectrum
is obtained through the projection of the 2D spectrum on
the energy axis for a particular set of angle bins. In order
to improve the counting statistics, several angle bins are
integrated. In this case (for Ti part of the spectrum) corrections
stemming from the dependence of the kinematical factor on
the scattering angle, and from the depth of the backscattering
events are properly taken into account.

The dashed line shown in Fig. 2 corresponds to the simu-
lations of the energy spectrum generated by the POWERMEIS

code for atomic ions [16], which essentially simulates the
energy-loss spectrum according to the backscattering yield
Y (E) modeled as

Y (E) = A

∫ t

0
dzG

(
KE0 − E − zS,

√
σ 2

0 + zW2
)
, (1)

for a uniform film of thickness t . E0 is the beam energy,
K is the kinematic factor [17], and G(E,σ ) is the Gaussian
function with standard deviation σ . Moreover, S and W2

are the stopping power and straggling factors respectively as
defined in Ref. [17], while σ0 is the overall energy resolution of
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FIG. 2. (Color online) 1D energy spectrum obtained by
150 keV/nucleon H2

+ molecules striking on TiO2. The inset shows
the 2D spectrum featuring the Ti signal obtained with the H+ beam.
The best fittings to the H2

+ data (red line) and to the H+ data (blue
line) obtained for the Ti signal were obtained through simulations
using the POWERMEIS code. Note that the H+ data were omitted from
the picture for the sake of clarity.

the detection system and A is an overall constant that depends
on the elastic cross section, solid angle, and ion fluence.

In case of molecular ions (solid line in Fig. 2), the Gaussian
function mentioned above has to be convoluted with the energy
distribution due to the Coulomb explosion modeled as [1]

Fmol(�E,z) = 1

2
√

3σc(z)
�(�E +

√
3σc(z))

×�(
√

3σc(z) − �E). (2)

Here �E is the energy change (in the laboratory frame) of
an ion due to the coulomb explosion, �(�E) is the Heaviside
function and σc(z) is the contribution of the Coulomb explosion
to the energy-loss straggling at a distance z inside the solid
after the molecular breakup. Fmol(�E,z) takes into account
all possible angular orientations after the breakup. Here, the
Coulomb explosion is parametrized according to Ref. [1] as
σc(z) = γ z, where γ is a free parameter to be determined from
a best fit to the experimental data. The Coulomb broadening
σC is the value of σc(z) taken when z corresponds to the the
film thickness. All other parameters are the same for H+ and
H2

+ projectiles with the exception of the σ0, which is slightly
larger in case of molecular projectiles because of the intrinsic
momentum distribution of a proton that is part of a molecule
(Doppler effect) before the molecular breakup.

The stopping power used in the simulations are those
given by the SRIM2010 code [18] and corrected by recent
measurements from Ref. [19], while the initial energy-loss
straggling values are given by the straggling theory developed
by Lindhard and Scharff [20]. The energy-loss straggling
values were relaxed during the fitting procedure through the
minimization of the reduced χ2 (see values in Table I). Once
the amount of TiO2 in the overlayer (in terms of atoms/cm2)
and energy-loss straggling parameters were determined for the
proton case, they were kept constant throughout the analysis
concerning H2

+ molecules.

TABLE I. Values used in the POWERMEIS code [16] to simulate
the MEIS spectra.

Energy Stopping Straggling σ0(H+) σ0(H2
+)

(keV/u) (eV/Å) (eV2/Å) (eV) (eV)

50 16.4 870 210 240
60 17.3 1000 245 485
80 18.0 1200 330 375
100 18.1 1250 400 460
120 17.8 1500 480 530
150 17.0 1750 600 670
175 16.2 2000 700 760
200 15.4 2100 800 900

The vicinage effect of the energy loss [21] is included in the
analysis by considering a slight modification of the stopping
power along the incoming path, i.e., before the backscattering
event. For ultrathin films, the correction factor on the stopping
power does not depend on the depth and is less than 15%.
In addition, the energy loss at the backscattering collision
is modeled using an asymmetrical line shape [22] with an
asymmetry parameter of about 1/200 eV−1 for Ti. Finally,
effects arising from the intrinsic momentum distribution of
protons that are part of the molecule mentioned above were
included as a Gaussian distribution. Thus, these effects can
be combined to the energy resolution, which amounts about
750 eV for 150 keV/nucleon H2

+ molecules.
According to Fig. 3 the MEIS energy spectrum taken with

150 keV/u H2
+ ions depends on the TiO2 film density and

thickness even for a fixed amount of atoms/cm2 (here 1.54 ×
1017 atoms/cm2). As it is well known, for H+ projectiles the
energy spectrum does not change with the atomic densities and
thickness of the film as long as the number of atoms/cm2 is
constant. However, the Coulomb explosion is sensitive to the
dwell time or absolute thickness of the film. Therefore, the use

FIG. 3. (Color online) Simulated energy spectra for
150 keV/nucleon H2

+ molecules striking on TiO2 with different
atomic densities and thicknesses but with a fixed number of
atoms/cm2 (see text). The geometry is depicted in the inset. For
comparison, the energy spectrum for protons with the same speed is
shown by a black solid line.
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of cluster ions allows for the identification of the film density
or thickness separately.

Finally, transmission electron microscopy (TEM) measure-
ments were performed in the cross-sectional samples prepared
by ion milling. The samples were characterized by a JEM
2010 microscope in phase-contrast mode and by a Titan FEI
microscope in STEM mode.

III. THEORETICAL PROCEDURE

In order to use the Coulomb depth profiling technique for
the accurate measurement of film thicknesses, it is important
to investigate the effects of neutralization, wake potential, and
multiple scattering on the Coulomb explosion. To that end,
a Monte Carlo simulation code was developed according to
Ref. [7]. It is assumed that the H2

+ molecule dissociates at
the first TiO2 layer and each fragment is followed by solving
the classical equations of motion considering the interaction
between the fragments (H+ or H0) and the target atoms (Ti or
O atoms) and between the fragments themselves. The initial
distribution of internuclear distances r0 was taken from the
work of Kanter et al. [23] and the direction of explosion was
taken to be random for each impinging molecular ion. Since the
conventional projectile energy loss and the Coulomb explosion
are nearly statistically independent, the electronic energy loss
and the corresponding energy-loss straggling were set to zero
in order to calculate only the Coulomb broadening values. In
this way, the broadening values are directly obtained from the
variance of the energies after the fragments traversed a given
thickness.

For the interaction of the fragments with the target atoms,
the Molière interatomic potential [24] is used, while for
the interaction between the fragments we make use of the
electrostatic potential (the Coulomb potential in case of the
H+-H+ interaction) that is screened by the valence electrons
of TiO2. This screening is usually modeled in a more simplified
way as a Yukawa-type potential with screening length given
by v/ωp, where v is the ion speed and ωp is the plasmon
energy of the medium. For the molecular beam, we use the
dynamical screening determined from the wake potential in
order to improve the description of the polarization forces
acting upon each fragment.

A. TiO2 wake potential

Once the charged fragments penetrate the solid, the medium
reacts to the presence of the external charge and becomes
dynamically polarized, giving rise to a wake potential formed
behind each fragment. This induced potential is responsible
for the stopping power of each projectile and modifies the
interaction between the molecular fragments. Therefore, each
positive charge attracts electrons from the medium as it passes
through, generating a wake (of fluctuation) in the electron
density mainly behind the leading particle. The interaction
of the trailing particle with the electronic medium will be
affected by the wake potential generated by the leading
particle.

Assuming a linear response of the medium, the induced
potential Vind at the cylindrical coordinates z (z axis along
incoming beam direction) and ρ can be calculated [25,26]

as

Vind(z̃,ρ) = Zp

2π2

∫ ∞

0

dk

k

∫ kv

0
dωJ0(

√
k2 − ω2/v2)

×
[

cos

(
ωz̃

v

)
Re

(
1

ε(k,ω)
− 1

)

− sin

(
ωz̃

v

)
Im

(
1

ε(k,ω)
− 1

) ]
, (3)

where ε(k,ω) is the dielectric constant of the medium and
z̃ = z − vt is the distance from the moving fragment. J0(x) is
the zero-order Bessel function. As was done in Ref. [27] for
HfO2, the dielectric function was described by a set of Mermin
dielectric functions [28]:

Im

[
1

ε (k,ω)

]
=

∑
i

Ai Im

[
1

ε (k,ω; ωi,γi)

]
Mermin

, (4)

where the coefficients Ai , ωi , and γi for TiO2 are given
by Fuentes et al. [29] according to the procedure used
in Refs. [19,30] and are related to the intensity, position
and damping of each oscillator representing each peak in
the reflection electron energy loss spectroscopy (REELS)
spectrum of TiO2 extrapolated to the optical limit, k = 0.
Nevertheless such a procedure may not exactly reproduce the
original REELS data by Fuentes et al. [29] because these
experiments probe the dielectric function away from the optical
limit.

In order to get a better description of the dielectric function,
we have also measured the REELS spectrum using high-energy
electrons (40 keV) impinging on the same target (TiO2), which
probes the dielectric function much closer to the optical limit.
The REELS data are converted to the corresponding dielectric
function according to the quantitative analysis of electron
energy loss spectra (QUEELS) software package [31]. Thus, we
used a sum of Drude-Lorentz oscillators to fit the experimental
REELS spectrum using the QUEELS software package.

Im

[ −1

ε(k,ω)

]
=

∑
i

Aiγiω(
ω2

i (k) − ω2
)2 + (γiω)2

(5)

with the dispersion given by

ωi (k) = ωi + α
�k2

2m
, (6)

where α is usually taken to be near 1.0 for metals and close to
0 for insulators.

Extracting the dielectric function from a REELS mea-
surement is complicated due to the contribution of surface
plasmons. To minimize this problem, we used a high incoming
energy of 40 keV. At such high energy, the recoil energy
transferred by the electron to the scattering nucleus cannot be
neglected, and this recoil energy is larger for electrons scattered
from O compared to Ti (see Fig. 4, top panel). This causes an
ambiguity in the energy loss due to electronic excitations.
The part of the spectrum due to electrons scattered from
O was removed using a deconvolution procedure described
elsewhere [32]. From the resulting spectrum a normalized
loss distribution was derived, as described in Ref. [33],
which was fitted with a dielectric function using the QUEELS

package. Under these high-energy conditions the shape of
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FIG. 4. (Color online) The top panel shows the measured REELS
spectrum (dots) which shows separate elastic peaks for electrons
scattered from Ti an O. After deconvolution of the O contribution
(solid line) the spectrum can be treated in the same way as a low
energy REELS spectrum. The bottom panel shows the obtained
normalised loss function (dots), and a fit using a Drude-Lorentz
dielectric function (solid line). The dashed line corresponds to the
limit of Im[−1/ε(k,ω)] for k = 0.

the normalized loss distribution is very close to the shape
of Im[−1/ε(k,ω)] for k = 0 as is illustrated in Fig. 4, bottom
panel. The coefficients of the obtained fit are reproduced in
Table II.

TABLE II. Drude-Lindhard parameters used in Eq. (5) for the fit
in Fig. 4. α was taken to be 0.05.

ωi (eV) Ai (eV2) γi (eV)

6.2 1.65 2.4
11 16.8 3
14 17.9 3
18 25.5 7
27 266.9 12
39.5 16.6 3
47.5 124 5.5
53.5 366 17
90 102 50

For optical limit k = 0, the Drude-Lorentz and Mermin
dielectric functions coincide for a given set of ωi,Ai , and γi .
However, since Eq. (3) involves an integration over the transfer
momentum k, the values for the induced potential will differ
for a Drude-Lorentz and Mermin dielectric functions, even if
they coincide at k = 0. It should be pointed out that although
we used α = 0.05 as Fuentes et al. [29] to extract the dielectric
function for TiO2 from REELS measurements, we used α = 1
to calculate the wake potential from Eq. (3) in order to improve
the description of high-energy transfers.

In fact electron scattering measurements mainly probe elec-
tronic excitations with low momentum transfer. Ion stopping
(as wake potential) is also sensitive to excitations at high
momentum transfer [34]. Therefore, calculations of the ion
stopping based on these REELS-derived dielectric functions
fail when a small value of α is used. This is mainly due to
the fact that the Bethe ridge part of the electronic excitations
(binary collisions between particle and target electron, at high
momentum transfer, where this particle acts as a free particle)
implies that α is 1 at high momentum transfer. If we use
the same oscillators as derived from a REELS experiment,
but assuming a Mermin-type momentum dependence or an
α value of 1, then we do get values for the ion stopping in
reasonable agreement with experiment. Assuming a Mermin-
type dispersion or α = 1 would decrease the accuracy with
which the REELS data are described. As a matter of fact,
extracting the dielectric function with the right momentum
dependence that is consistent with all sum rules is currently
still an open question [35].

Figure 5 shows the wake potential from Eq. (3) for
ρ = 0 as a function of z̃ = z − vt for a 150 keV H+ ion
in TiO2 calculated with different dielectric functions. An
inspection of Fig. 5 reveals that all wake potentials display an
accumulation of negative charge, i.e., excess valence electron
density behind the projectile. In spite of the differences
between the use of Mermin-type and Drude-type dielectric
functions and corresponding induced potentials, they yield
very similar electronic stopping power values (proportional

FIG. 5. (Color online) Wake potential at ρ = 0 as a function of
z̃ = z − vt for 150 keV H+ ions in TiO2. The red curve is derived
from the Mermin energy loss function with Fuentes data [19,29]. The
green short-dashed-dot is obtained with the Drude-Lorentz dielectric
function with Fuentes [29] and the blue dashed line corresponds to
this work.
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to the first derivative of Vind at ρ = 0 and z̃ = 0). Indeed, the
electronic stopping powers are 11.9 eV/Å and 12.0 eV/Å
for Mermin and Drude-Lorentz respectively using Fuentes
data, and 15.7 eV/Å for Drude-Lorentz using the present
data. Moreover, all of them produce about the same values
for the Coulomb broadening when one considers a H2

+ beam
(150 keV/u, normal incidence) into a 10 nm thick TiO2 film,
namely 530 eV and 529 eV for Mermin and Drude-Lorentz
respectively using Fuentes data, and 529 eV for Drude-Lorentz
using present data. In particular, the very similar results
obtained for the Coulomb broadening is a direct consequence
of the similarity of the wake potentials shown in Fig. 5. Despite
the differences, the shape of the curves are nearly the same,
leading to similar wake forces. In what follows, we make use
of the Mermin-type dielectric function because of its improved
built-in dispersion relation.

B. Neutralization

According to semiempirical formulas [36] for the mean
charge state of protons traversing a solid, the neutralization
of protons is expected to be important for energies smaller
than 100 keV/u. From the experimental point of view, the
neutralization of the fragments is observed by comparing the
total yield of the MEIS spectrum for different energies. Since
the neutral fraction of H0 is not detected, as the MEIS setup
uses an electrostatic analyzer, the corresponding reduction of
the total yield of the Ti peak (normalized by the scattering cross
section) is consistent with the increasing of H0 charge-state
fraction [36,37].

In the Monte Carlo simulations we assume that the
neutralization of H+ ions takes place inside the solid according
to the electron capture and loss cross sections as discussed in
Ref. [6]. An estimate of the electron loss cross section for H0

particles in TiO2 as a function of energy was obtained from
experimental results for CO2 gas targets [38]. The capture cross
section is then calculated based on the constraint that it should
reproduce the value of the mean charge state from Ref. [36].
The uncertainty in the determination of the electron loss cross
section affects only the mean distance for charge-exchange
processes and has a minor effect on the simulated values of
the Coulomb broadening.

The mean charge state of each moving fragment is affected
by the presence of the nearby fragment. This vicinage effect
on the charge state was observed in carbon foils [39] as a
function of the H2

+ ion energy and was used here to correct the
values of the mean charge state from Ref. [36]. A multiplicative
correction factor was used and amounts 0.91 at 30 keV/u and
0.94 at 120 keV/u [39] and interpolated/extrapolated values
were used for the energies studied in this work.

Another effect that has to considered is the modification of
the atomic radius of the H0 fragment by the wake potential
generated by its nucleus just after the capture process. In
fact, the atomic radius of an embedded H0 is larger than
the Bohr radius a0 (0.529 Å). This effect modifies the total
force acting upon that neutral fragment due to a neighboring
positive fragment. In order to take this effect into account, we
describe the H0 bound electron density ρ(�r) by an effective
charge Zeff according to ρ(�r) = A exp(−2Zeffr), where A is
a normalization constant. Thus, the atomic radius will simply
be a0/Zeff . The Zeff is obtained from the variational principle

TABLE III. The values of Zeff and bound state radius rbound

(=1/Zeff ) as a function of H0 kinetic energy.

Energy (keV) Zeff rbound

30 0.74 1.35
50 0.79 1.27
70 0.83 1.20
100 0.87 1.15
150 0.90 1.11
200 0.93 1.08

taking into account not only the Coulomb interaction from the
moving nucleus but also the wake potential generated by the
same nucleus according to Eq. (3) (see Table III). No vicinage
effect was taken into account for the determination of Zeff .

C. Multiple scattering

The effect of the nuclear collisions are taken into account
by the Monte Carlo simulations but turn out to be of minor
importance since the TiO2 films are not thick enough to
produce a sizable effect. While multiple scattering events affect
the distribution of internuclear distances at larger depths, it has
a negligible effect at smaller depths according to the present
simulations. Therefore, at the energies studied in this work, nu-
clear multiple scattering does not contribute significantly to σC .

IV. RESULTS AND DISCUSSIONS

The results for the Coulomb broadening σC for 50, 120, and
150 keV/u H2

+ ions traversing the thin TiO2 film as a function
of the apparent thickness [thickness/cos(θ ), where θ is the
incidence angle] are shown in Fig. 6. The Coulomb broadening
values and the apparent thicknesses were obtained from the
best fit of the MEIS energy spectra for three different scattering
angles (112◦, 120◦ and 128◦). The uncertainties associated
with the Coulomb broadening were estimated based on the
χ2 minimization procedure. The thicknesses are expressed in
terms of atoms/cm2. Moreover, it is important to stress that the
experimental results for the Coulomb broadening σC (vertical
axis) and the total amount of atoms (horizontal axis) do not
depend on the film density used in the fitting analysis. The
solid curves displayed in Fig. 2 correspond to the simulations
described in Sec. III assuming a TiO2 density of 3.4 g/cm3

to convert the depth scale from nanometers to atoms/cm2. In
fact, this density is the one that provides the best fit of the 1D
energy spectra such as those shown in Fig. 2. It is important to
note that this density is 10% lower than the one of TiO2 in the
amorphous phase, i.e 3.8 g/cm3 [40]). The use of 3.4 g/cm3 in
the simulations led to a thickness of 10 nm for the TiO2 film.
This thickness is in good agreement with transmission electron
microscopy (TEM) images as the ones shown in Fig. 7. This
image also shows the presence of voids in the TiO2 film, which
confirms a decrease in film density. Figure 6 also shows that
the values of σC as well as its dependence on film thickness
are larger for increasing projectile energies.

We have also performed ellipsometry measurements to
determine the thickness of the TiO2 film. Wavelengths ranging
from 0.37–0.63 μm were used in these experiments. The
results obtained for the film thickness was 10 ± 2 nm, while
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FIG. 6. (Color online) The Coulomb broadening as a function of
the depth traversed by the fragments of H2

+ molecules in ultrathin
TiO2 film obtained at energies of 50, 120, and 150 keV/u. The curves
represent the calculations of the Coulomb broadening assuming a
Coulomb repulsive potential screened by the wake potential.

the refractive index varied from 2.58 at 0.37 μm to 2.21 at
0.63 μm. These values are slightly smaller than those from
bulk TiO2, which confirms the relatively lower density of the
TiO2 film.

The Coulomb depth profile technique yields the same film
thickness for all energies only if wake and neutralization
effects are properly taken into account. As expected, these
effects decrease the energy loss straggling due to the Coulomb
explosion at lower energies. The importance of each effect as
a function of the energy for the H2

+ molecules is depicted in
Fig. 8. The Coulomb broadening σC , evaluated after 20 nm,
traversed by two H+ fragments and assuming a pure Coulomb
repulsion potential, is shown as a black solid curve. It increases
with the ion energy because it depends on the product of
the ion velocities in the laboratory and CM systems after a
complete Coulomb explosion. On the other hand, for a fixed

FIG. 7. (a) High-resolution TEM image of the TiO2 film using
phase contrast. (b) Scanning transmission electron microscope
(STEM) image of the same sample. In (b) no difference could be
observed between the contributions of TiO2 and SiO2, present as a
native oxide.

traversed distance, the dwell time decreases as the ion velocity
increases, thus reducing the effect of the explosion but the
simulation shows that this is less important. The screening
effect from the Yukawa screening function (with screening
length given by v/ωp, with ωp = 12.1 eV [41]) reduces the
effect of the Coulomb explosion mainly for low energies.
The Coulomb explosion assisted by wake forces (dashed line
in Fig. 8) yields σC values that are smaller at low energies
and larger at higher energies when compared with the free
Coulomb explosion (i.e., the Coulomb explosion expected for
H+-H+ in vacuum). For lower energies, the wake potential has
a screening effect similar to the Yukawa potential. At energies
larger than 150 keV/u, the wake force on the trailing proton
tends to align this fragment behind the leading proton [13].
This alignment increases the value of σC . In all cases, the
neutralization, which plays an important role at energies
lower than 100 keV/u, weakens the Coulomb explosion and
thus decreases σC . At 150 keV/u, the simple free Coulomb
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FIG. 8. (Color online) The Coulomb broadening (σC) as a func-
tion of the H2

+ energy for ions traversing a 10 nm thick TiO2 film
along a trajectory 60 degrees away from the surface normal. The
lines stand for calculations of σC in different scenarios: assuming
a free Coulomb explosion (full black line); assuming the Coulomb
repulsive potential screened by Yukawa potential (dot-dashed red
line); assuming a Coulomb repulsive potential screened by wake
potential (dashed blue line). All calculations were obtained assuming
two H+ fragments. The purple curve includes the possibility of having
H0 fragments.

explosion model yields the same Coulomb broadening as the
more sophisticated calculations for the present case.

Figure 9 shows the results of Monte Carlo simulations
where the initial orientation �in of the clusters is not
randomized for a H2

+ beam at 200 keV/u. On the left panels,
σC is shown as a function of thickness for two interacting
potentials and three initial orientations, namely �in = 0◦,30◦,
and 80◦ (see inset of Fig. 9). On the right panels, it is shown
the corresponding distributions of angular orientations after a
thickness of 200 Å is traversed by the ions. For the sake of
clarity, multiple-scattering effects due to collisions with the
target nuclei (Ti and O) have been turned off. Therefore, for
a central potential as the Coulomb potential, the final angular
orientations are identical to the initial orientations. On the
other hand, a change in alignment is clearly observed for
the wake interaction. For initial orientations corresponding
to �in = 30◦ and 80◦, a large fraction of the fragments are
rotated towards smaller value of �, which will enhance σC .
In fact, the wake potential has two effects: alignment and
screening. The enhancement of σC due to the alignment is
clearly visible for �in = 80◦. For this case, screening is of
minor importance since trailing H+ ions are out of the wake.
For �in = 0◦, no alignment takes place and the wake potential
just screens the Coulomb interaction, yielding a smaller value
of σC . For �in = 30◦, both effects compensate each other.

V. CONCLUSIONS

In this work we exploit the Coulomb explosion of H2
+

molecules in order to improve the depth profiling capabilities

FIG. 9. (Color online) On the right the Coulomb broadening σC

for three fixed initial H2
+ orientations (�in = 0◦,30◦, and 80◦) at

200 keV/u. On the left the distribution of final cluster orientations
after traversing a layer of 200 Å.

of ion scattering techniques at energies lower than 200 keV/u.
The correct interpretation of the energy-loss straggling σC

due to the Coulomb explosion allows the determination of the
dwell time of the fragments before the backscattering collision.
Consequently, the film thickness and the corresponding density
can be obtained in a straightforward manner. At low energies,
neutralization and wake effects are shown to be important
and their influence on σC can be accurately modeled by
Monte Carlo simulations. The neutralization is also affected
by the presence of the wake potential and vicinage effects. At
high energies, only the wake forces acting upon the charged
fragments are important and can enhance the value of σC

compared to a free Coulomb explosion. For the TiO2 film
studied in this work we obtained the same thickness at different
projectile energies indicating that the energy dependences of
the different contributions are modeled correctly. The validity
of the present results were checked by TEM and STEM
measurements. The lower density found in our targets is
explained by the presence of voids as observed by STEM.
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