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Abstract

We show that dissipative systems can have a multiplicity of stationary solutions in the form of both stable and unstable
solitons. As a model equation, we use the complex cubic–quintic Ginzburg–Landau equation. For a given set of the equation
parameters, this equation has many coexisting soliton solutions. Our stability results show that although most of them are
unstable, they can have stable pieces. This partial stability leads to the phenomenon of soliton explosion. 2001 Elsevier
Science B.V. All rights reserved.
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1. Introduction

The emergence of stable spatio-temporal patterns
in a variety of physical situations may be modeled
through the well-known complex Ginzburg–Landau
equation (CGLE). These include a variety of nonequi-
librium phenomena, such as the dynamics of certain
chemical reactions [1], binary fluid convection [2],
soliton propagation in optical fiber systems with linear
and nonlinear gain and spectral filtering (such as com-
munication links with lumped fast saturable absorbers
[3–7] or pulse generation in fiber lasers with additive-
pulse mode-locking or nonlinear polarization rotation
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[8–14]). In two transverse dimensions, the variety of
patterns shows many possible ways, towards which the
system can evolve [15–19]. However, the explanation
of all these patterns in two dimensions might be com-
plicated.

In fact, even in one dimension, localized structures
in dissipative systems come out in multiplicity. Simi-
lar phenomenon is known for solitons in Hamiltonian
systems [20]. However, there is a significant differ-
ence between solitons in Hamiltonian and dissipa-
tive systems. In Hamiltonian systems, soliton solu-
tions appear as a result of a balance between diffrac-
tion (dispersion) and nonlinearity. Diffraction spreads
the beam while nonlinearity focuses it and makes it
narrower. The balance between the two opposed ef-
fects results in stationary solutions, which are usually
a one-parameter family. In systems with gain and loss,
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in order to have stationary solutions, gain and loss
must also be balanced. This additional balance results
in solutions which are fixed. The shape, amplitude and
the width are all fixed and depend on the parameters of
the equation. There can be exceptions to this rule [21–
23], but, usually, the solutions are fixed (i.e., isolated
from each other). On the other hand, the number of
fixed solutions which exist for the same set of parame-
ters of the system can be more than one. In some cases,
we can observe simultaneously up to five stable solu-
tions [24]. Usually each type of solution is stable for
a certain region in the space of parameters, which can
overlap in a narrower region resulting in multistability.

Let us also recall that the range of existence for dis-
sipative solitons has a different meaning from that for
solitons in Hamiltonian systems. Dissipative solitons
are fixed solutions and the range of existence can only
be defined in the space of the equation parameters.
In Hamiltonian systems, stationary solutions have free
parameters not directly related to the parameters of the
equation. Consequently, the range of soliton existence
in Hamiltonian systems is in a different space: in the
space of the parameters of the solution.

In addition to stable solutions, there can be unstable
ones which are “invisible” if we are interested only
in stable structures and look for them by solving the
whole propagation equation [24,25]. However, those
might play an essential role in the overall dynamics
when the system starts with an arbitrary initial con-
dition. Moreover, some solutions when continued in
the space of system parameters have different stabil-
ity properties over the total region of their existence.
Hence, changing the parameters of the system we can
switch patterns observed in this system. Another phe-
nomenon which we discovered in this work is that the
same soliton can be partly stable and partly unstable.
An example of complicated dynamics which might be
caused by such stable–unstable “modes” is a “explod-
ing” soliton [26]. The conclusion is that both types of
stationary solitons stable and unstable are important
and deserve careful study.

In the situation where a single transverse coordinate
is retained in the analysis, the CGLE reads as [20]

iψz + D

2
ψtt + |ψ|2ψ

= iδψ + iε|ψ|2ψ + iβψtt + iµ|ψ|4ψ − ν|ψ|4ψ,
(1)

whereD, δ, β , ε, µ, andν are real constants (we do
not require them to be small), andψ is a complex field.
By a proper rescaling and without loss of generalityD

can be restricted to have the valuesD = ±1.
The CGLE applies, for example, to describing

propagation of light in an active dispersive medium
(e.g., a doped optical fiber). In this case,t is a retarded
time, z is the propagation distance,ψ is the complex
envelope of the electric field,D is the dispersion
(diffraction) coefficient,δ gives account of the linear
gain, β describes spectral filtering or parabolic gain
(β > 0), ε accounts for nonlinear gain/absorption
processes,µ represents a higher-order correction to
the nonlinear amplification/absorption, andν is a
possible higher-order correction term to the intensity-
dependent refractive index.

The cubic–quintic CGLE was considered in a num-
ber of publications using numerical simulations, per-
turbative analysis and analytic solutions. Perturbative
analysis of the solitons of the quintic CGLE in the
NLSE limit (i.e., for the anomalous dispersion regime)
was developed in [27,28]. The existence of soliton-like
solutions of the quintic CGLE in the case of subcritical
bifurcations (ε > 0) was also numerically determined
[28,29]. More recently, the regions in the parameter
space at which stable pulse-like solutions exist were
found for the case of anomalous [30] and normal dis-
persion [31]. A qualitative analysis of the transforma-
tion of the regions of existence of the pulse-like so-
lutions, when the coefficients on the right-hand side
change from zero to infinity, was done in [27]. An an-
alytic approach, based on the reduction of Eq. (1) to a
three-variable dynamical system, which allows to ob-
tain exact solutions for the quintic equation, was de-
veloped in [21].

Some analytic soliton solutions to this equation in
the form of stationary pulses are known [22]. They ex-
ist only for a certain relation between the parameters
and most of them are unstable [30]. Hence, numerical
studies are unavoidable. Moreover, numerical studies
give more branches of solitons than analytical expres-
sions. The knowledge of their existence is very impor-
tant because each stationary solution is a singular point
in the infinite-dimensional phase space of the system
and plays a certain role in the complicated and rich
pulse dynamics.

In the present work, we are interested in the whole
set of soliton solutions which include both stable and
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unstable solitons existing for the same set of values of
the equation parameters. We have found a multiplicity
of solutions indeed, and studied numerically their
stability properties over the range of their existence.
The study of the unstable soliton dynamics revealed
their new striking features.

2. Numerical technique

Exact analytical solutions can be found only for cer-
tain combinations of the values of the parameters [22].
In general we need to use some numerical technique
to find stationary solutions. One way to do it is by re-
ducing Eq. (1) to a set of ODEs. We do that by seeking
solutions in the form

ψ(t, z)=ψ0(τ )exp(−iωz)
(2)= a(τ)exp

[
iφ(τ )− iωz

]
,

wherea andφ are real functions ofτ = t − vz, v is
the pulse velocity andω is the nonlinear shift of the
propagation constant. Substituting (2) into (1), we ob-
tain an equation for two coupled functions,a andφ.
Separating real and imaginary parts, after simple alge-
braic transformations, we get the following set of two
ODEs:

ωa + v
M

a
− DM2

2a3
+ βM ′

a
+ D

2
a′′ + a3 + νa5 = 0,

−δa − va′ + βM2

a3
+ DM ′

2a
− βa′′ − εa3 −µa5

(3)= 0,

whereM = a2φ′ and each prime denotes a derivative
with respect toτ .

Separating derivatives, and looking only for zero-
velocity (v = 0) solutions, we obtain

M ′ = 2(Dδ− 2βω)

1+ 4β2 a2 + 2(Dε − 2β)

1+ 4β2 a4

+ 2(Dµ− 2βν)

1+ 4β2 a6,

a′′ = M2

a3
− 2(Dω+ 2βδ)

1+ 4β2
a − 2(D+ 2βε)

1+ 4β2
a3

(4)− 2(Dν + 2βµ)

1+ 4β2 a5.

This set of ODEs can be solved numerically. For local-
ized solutions with correctly chosenω, the amplitude

a should go exponentially to zero outside the region of
localization.

The asymptotic behavior of (4) at smalla is given
by a = a0 exp(gτ) and M = [(Dδ − 2βω)/g(1+
4β2)]a2

0 exp(2gτ), wherea0 is an arbitrary small am-
plitude and the soliton tail exponentg is given by

g2 = ±
√
ω2 + δ2

1+ 4β2
− Dω+ 2βδ

1+ 4β2
.

Then, adjusting properlyω, it is possible to find the
rest of the pulse solution with a shooting method.

3. Multiplicity of solutions

Using the method described in Section 2, we have
found that for a given set of values of the parameters, a
number of stationary bounded solutions coexist simul-
taneously. The choice of parameters is somehow arbi-
trary. However, the phenomenon of the multiplicity of
solutions is general and happens for almost any values
of the parameters where we looked for them. We re-
call, in this respect, that even analytic solutions when
they do exist, appear in pairs [22,31]. We restrict our-
selves to zero velocity solitons. Otherwise the number
of solutions would be much higher.

Fig. 1 illustrates the phenomenon of soliton mul-
tiplicity. It shows eight different soliton solutions
found for the following values of the parameters:D =
+1, δ = −0.1, β = 0.18, ε = 1.5, ν = −0.6 and
µ= −0.1. In the rest of the Letter we always use this
set of the equation parameters except forε. We have
separated the solutions into two sets, corresponding to
(a) high- and (b) low-amplitude solutions (note the two
differentx- andy-scales). In each case there exists one
plain soliton solution (solid line) and a multiplicity of
composite and multipeak solutions.

Some of the high-peak-amplitude solutions have
been previously discovered in [24,25]. They were
named SP (single pulse), CP (composite pulse) and
NCP (new composite pulse) and we keep the same
notation here. Each of these solutions was reported to
be stable for some range of the parameters. Moreover,
it was also found that more than one of them (two or
even three) can be stable simultaneously. The wider
solution had not been previously known, we call it
here NNCP (next new composite pulse). For the sake
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Fig. 1. Amplitude profile of eight stationary solutions for the same
equation parameters. They are classified in the two categories:
(a) High-amplitude solitons named SP (solid line), CP (dotted line),
NCP (dashed line) and NNCP (dash-dotted line). (b) Low-amplitude
solitons.

of clarity we show in Fig. 1 eight stationary solutions
but there are more with increasing number of peaks.
Besides, more localized stationary solutions could
have been obtained if we had not imposed thatv = 0
[24,25,32].

The soliton is defined uniquely if we know the value
of its peak amplitude (a(0)) and its nonlinear shift of
the propagation constant (ω). Any of these values can
be used to classify the solutions. As we continuously
change some of the equation parameters, each solution
and its profile, in particular, continuously changes
until it ceases to exist. Each type of solitons comprise
a separate branch. We can represent these branches
graphically plotting one of the soliton characteristics
versus one of the equation parameters. Each branch on
these plots will have its own range of existence.

Fig. 2. Maximum soliton amplitude versusε. Each curve represents
a branch of soliton. It is labeled either with the given name or with
the number of peaks it has. An example of each soliton atε = 1.5
is given in Fig. 1. The solid lines show the amplitudesa1 anda2 of
the two CW solutions.

Fig. 2 shows the amplitude at the soliton center
(which is also the peak amplitude) versusε for the so-
lutions shown in Fig. 1. Additionally, Fig. 2 contains
the curve corresponding to the 9-peak solution which
is not shown in Fig. 1 but it has a structure similar
to other solutions in Fig. 1. Each curve is labeled ei-
ther with the name of the solution (e.g., SP, CP, NCP
and NNCP for high-amplitude solutions) or with the
number of peaks the solution has (for low-amplitude
solutions). The amplitudes for the two classes of solu-
tions change differently whenε changes. In the case of
high-amplitude solitons, they monotonically increase
asε increases and the opposite happens for the low-
amplitude set of solutions. Fig. 2 shows also the val-
uesa1 and a2 for the amplitudes of the two contin-
uous wave (CW) solutions of Eq. (1). Each of the
high- and low-amplitude soliton solutions have its ana-
log in the form of the CW with high and low ampli-
tude. Moreover, all soliton amplitudes are contained
between these two lines. The analysis also shows that
there is a minimum value ofε for the existence of soli-
tons and plane wave solutions. This minimum is dic-
tated by the requirement of having sufficient counter-
balance to linear (δ) and quintic (µ) losses in the equa-
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Fig. 3. (a) Propagation constantω versusε for same branches of
solitons as in Fig. 2 and for CW solutions. (b) A part of (a) in
magnified scale.

tion. If the cubic gainε is smaller than the threshold
2
√
µδ, any solution will eventually disappear.

The nonlinear propagation constantω versusε for
all soliton solutions is shown in Fig. 3. In addition,
the curvesω versusε for the two CW solutions (ω1
andω2) are also shown in Fig. 3(a). It can be seen
that the curves for soliton solutions are located in
between theω values for CW solutions. With the
chosen vertical scale the curves forω1 and the low-
amplitude solutions are indistinguishable. To show the
separation clearly, in Fig. 3(b) we magnified the part
corresponding to these solutions.

In principle, the curves for the peak amplitude
versus ε could cross each other. If this happens,
the points which belong to different curves represent
different solutions at the intersection point as the value
ω for them would be different. However, this does not

Fig. 4. The maximum amplitude of the soliton solution versusε.
This is a zoomed part of Fig. 2. The filled circles correspond to
solutions shown in Fig. 5. The inset in the right bottom corner shows
a magnification of the part of the figure enclosed in a dashed line
rectangle.

happen in the case of the curves shown in Fig. 2. As
two curves (a(0) versusε) approach each other, their
respectiveω values also get closer to each other. The
soliton at the edge of a branch is transformed into the
soliton of another branch.

In the case of the low-amplitude solutions with sev-
eral peaks, as we decreaseε, the peaks move away
from each other, until they are transformed into sep-
arated plain solitons with identical profiles but with
certain phase difference [32,33] between consecutive
peaks. The interaction through their tails weakens and
in the limit each peak can be considered as a separate
soliton. Hence, the curves corresponding to these solu-
tions asymptotically merge with the curve for the plain
solitons of low amplitude. This can be clearly seen in
Figs. 2 and 3(b).

Splitting phenomenon also happens with the SP so-
litons. Fig. 4 is a magnification of a part of Fig. 2.
The inset shows a further magnification of that part
in Fig. 4 which is enclosed in a dashed rectangle.
Additional curves corresponding toN -peak soliton
solutions are shown by dotted lines(N = 3,5,9). The
labels in the inset denote the number of peaks in the
soliton profile.

The curve for plain solitons with higher amplitude
(SP) asymptotically converges to the curve for plain
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Fig. 5. Amplitude profiles of the stationary solutions marked in
Fig. 4 by filled circles with the same labels. The values of the
parameters areδ = −0.1, β = 0.18, µ = −0.1, ν = −0.6, and
(a) ε = 0.288 (curve 1, solid line), 0.275 (curve 2, dotted line),
(b) 0.255 (curve 3, solid line), 0.233 (curve 4, dotted line), (c) 0.210
(flat top soliton).

low-amplitude solutions. Reducingε causes a weak
modulation of the profile of the SP solution. The
modulation depth grows creating 7-peak solutions and
at even lowerε it transforms into 7 separate solitons
weakly interacting through their tails. The appearance
of the modulation in the soliton profile causes the
increase of the amplitude of each peak. The curves go
up whenε decreases. This process is clearly visible
in the Fig. 4. The same happens to the 3-, 5- and 9-
peak solutions: their corresponding soliton branches
converge to the curve for the low-amplitude plain
solutions. At the same time they become transformed
intoN -soliton solutions(N = 3,5,9).

This transformation is illustrated in Fig. 5, which
shows five profiles corresponding to the solutions
marked with a filled circles in Fig. 4 labeled in the

same way. The value of the parameters is written in
the caption. In Fig. 5(a) the modulation of profile (1)
is hardly visible while it is more developed and has
a multipeak structure in profile (2). Fig. 5(b) shows
how the seven peaks grow and gradually separate from
each other (3). Decreasingε a little more transforms
the solution into seven plain solitons interacting only
through their tails as in the case of curve (4). Further
decrease ofε separates completely these seven soli-
tons and ceases their interaction. For smallerε, each
single pulse changes its profile continuously towards a
flat-top soliton as shown in Fig. 5(c).

4. Stability analysis and soliton evolution

In general, the stability of the soliton solutions is
an open question. Stability of solitons in the limit
of nonlinear Schrödinger equation, i.e., when the
coefficients at the right-hand side of Eq. (1) are small,
has been analyzed in Ref. [34]. We are interested in the
case of arbitrary values of these coefficients. At this
stage we do not have a general stability criterion for
dissipative solitons. Our experience shows that several
branches of solitons can be stable simultaneously [24,
25]. To shed some light on this issue, we performed
a linear stability analysis [30] of the above described
solutions. It allowed us to obtain the perturbation
with the largest growth rate and its corresponding
eigenvalueg. This growth rate is shown in Fig. 6. Each
curve is labeled with the name of the soliton branch we
used above.

In the interval of values ofε under study (0.2–2.0),
the growth rate associated to the composite solitons
(CP, NCP and NNCP) is usually more than an order of
magnitude higher than those of the other solitons, so
we plotted them in two different scales in Figs. 6(a)
and (b). In order to compare these values with the
corresponding growth rates for the SP solitons, in
Fig. 6(b) we use a logarithmic scale along the vertical
axis.

For all soliton branches, the growth rate increases
with ε. An exception is the branch of SP solitons.
Almost at the whole range ofε SP solitons have the
smallest growth rate and forε greater than 1.40 the SP
solitons are stable. Hence, in the range of interest, only
SP solitons can be stable and this happens atε > 1.4.
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Fig. 6. Growth rates of perturbation versusε for (a) low-amplitude
and SP solitons (in linear scale) and (b) the composite and
SP solitons (in logarithmic scale). The labels 1, 3, 5, 7, 9 in (a) refer
to the number of peaks in the low-amplitude soliton profiles.

An important fact is that in general the eigenvalue,
g, for the SP solitons is complex and has both real
and imaginary parts. This is what we would expect
for dissipative solitons. The imaginary part is not
shown in the plots. On the other hand, all composite
solitons, namely CP, NCP and NNCP, have purely real
eigenvalues. Moreover, the values of the growth rate
for these three branches are very close to each other as
we can see from Fig. 6(b).

An example of perturbation function with the largest
growth rate for SP soliton is shown in Fig. 7. Its corre-
sponding eigenvalue isg = 0.297+ i6.72. The pertur-
bation function is mainly nonzero at the slopes of the
soliton and is almost zero around the top of the soli-
ton. Hence, on propagation, the tails of the soliton are
the first to experience changes whilst the center of the
pulse will remain stationary for longer distances.

Fig. 7. Real (dotted line) and imaginary (dashed line) parts of the
perturbation function for the SP soliton withε = 0.8. The solid line
shows the amplitude of the SP soliton itself.

We have simulated the propagation of stationary
solutions belonging to various branches of solitons.
In absence of perturbations all solutions which are
presented in previous sections can propagate long
distances without visible changes confirming the fact
that they are stationary solutions. Changes occur only
when the accumulated numerical error becomes big
enough to perturb the exact solution. However, if we
apply a finite initial perturbation to the solution it will
increase exponentially withz and reshape the solution
quickly. The perturbation can be taken with either
negative or positive sign. The choice of this sign plays
the major role in the reshaping process.

The initial condition we used isψ(0, t) = ψ0(t)±
0.001f (t), where f (t) is the perturbation function
with the largest growth rate as calculated in the
previous section, normalized to have the same norm
as the stationary solutionψ0(t). The evolution will
not change significantly if, instead, we add any other
localized function toψ0(t) not orthogonal tof (t).

Due to the instability any stationary solution tends,
generally speaking, to degrade. Low-amplitude solu-
tions lose energy and gradually vanish if the initial
perturbation is negative. If the perturbation is positive,
the solution gains energy and transforms itself into a
SP soliton.

The unstable solitons with higher energy after the
degradation are transformed into the SP solution of the
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Fig. 8. Evolution of a CP soliton initially disturbed by (a) adding or
(b) subtracting its perturbation function with the largest growth rate.
Evolution of the energy,Q, at longer distancez for the cases (a)
(solid line) and (b) (dotted line) is shown in (c). The vertical dashed
line in (c) marks the value ofz where simulations are stopped at (a)
and (b).

stable branch whenε > 1.4. This scenario would be
expected from our stability analysis. The unusual part
is that the solution converges to the SP soliton even
when it is unstable, i.e., whenε is below 1.4. Fig. 8
shows what happens when the unstable CP soliton for
ε = 0.8 evolves inz. The instability transforms the CP
into a SP. However, the SP soliton is also unstable and
it exists for a limited distancez. Then SP develops in-
stability around the tails which grow and simultane-
ously oscillate. Oscillations are expected because the
perturbation function has a complex eigenvalue with
both real and imaginary parts different from zero.

Depending on the sign of the perturbation function
the side peaks increase or decrease their size while the
central peak changes towards the profile of a SP soli-
ton. In the case of positive perturbation (Fig. 8(a))

the shape becomes highly modulated leading quickly
to an explosion. In the case of negative perturbation
(Fig. 8(b)), the solution is transformed into a very neat
SP soliton. In either case, oscillations appear sooner or
later in the tails. Their amplitude grows exponentially.
Finally, the SP soliton “explodes”: it cracks into many
pieces that eventually die out but a new SP solution
appears from the pieces of this explosion. The process
repeats indefinitely [26]. Fig. 8(c) shows the evolution
of the energyQ = ∫ ∞

−∞ |ψ(z, t)|2 dt up to z = 40. It
shows the second “explosion” at largerz for case (a)
and the first for case (b), which casually almost coin-
cide at the samez.

Very similar process is observed when the input
is an NCP or an NNCP soliton. Whenε increases
approaching to the threshold of the instability, the
distance between explosions increases and whenε

is near the threshold, the modulation appears but
does not produce an explosion. The eigenvalue of the
perturbation becomes purely imaginary. The result of
evolution is a perfectly periodic solution. The central
peak of the soliton does not change but the tails
oscillate with fixed amplitude.

An interesting result of our investigation is that the
SP soliton is “stable” even if the growth rate of the
instability has positive real part, i.e., belowε = 1.4,
although in a very peculiar way. The soliton keeps ex-
ploding but returns to the original shape periodically
in z. The explanation for this strange behavior can be
found in Fig. 7. The perturbation function effectively
divides the soliton into three parts as if it would con-
sist of three objects: the top of the soliton and two
fronts, in the same way as CP solitons. Apparently,
the two wings at these values of parameters are un-
stable but the top of the soliton is stable as the pertur-
bation function is zero here. On propagation, the tails
of the SP soliton are subject to shape transformation in
contrast to the top of the soliton which survives these
transformations. The solution have a chance to con-
verge to this soliton which has at least a stable central
part.

We recall, in this respect, that higher-order solitons
in (2 + 1)-dimensional Hamiltonian systems can also
be unstable in parts. Namely, the perturbation func-
tion for these solutions is nonzero mostly at the lo-
cation of the rings that surround the central beam of
the soliton [35]. As a result, the rings are unstable and
split into separate filaments on evolution. The central
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part of the higher-order soliton in this description re-
mains “stable”. This “partial stability” cannot happen
to ground state solitons of Hamiltonian systems. In
dissipative systems, as we can see, even the “funda-
mental” soliton can be unstable in parts.

5. Conclusion

In conclusion, we found a plethora of soliton solu-
tions of the quintic CGLE. Namely, we obtained var-
ious types of composite solitons and multipeaked lo-
calized structures. We studied the interval of values of
ε where they exist, at fixed values ofδ, β, µ andν.
In this way we have found different branches of soli-
tons and studied the splitting of these branches. We
have studied the soliton stability using linearized equa-
tions and verified our predictions by solving the origi-
nal CGLE. We have found that some solutions can be
stable in parts and this partial stability might serve as
a key to understand the unusual behavior of the “ex-
ploding” solitons.
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