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Soliton propagation in optical devices with
two-component fields: a comparative study
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The problem of solitonlike pulse propagation in optical fiber devices with two-component fields is studied. Two
examples, viz., propagation of pulses in birefringent optical fibers and in nonlinear couplers, are considered.
It is shown that radiation processes play an essential role in the soliton dynamics in two-component field
fiber devices. Radiation influences the transformation of the main pulses in different ways in the two cases
considered. The influence of radiation is stronger when the soliton is closer to the point of bifurcation or the
separatrix and weaker when it is far from it.
1. INTRODUCTION

Pulse propagation in two-mode fiber devices can be
treated as a problem of the evolution of a dynamical
system with an infinite number of degrees of freedom.1

The two most frequently studied examples of this kind
of problem are pulse propagation in birefringent optical
fibers2–4 and pulse switching in nonlinear couplers.5–11

In each case the full dynamics is quite complicated and
cannot be treated analytically in general. The reason
is that the systems, even though Hamiltonian, are not
integrable. However, they can be considered close to
integrable,12 and the deviation from the integrable case
can be treated as a Hamiltonian perturbation. Hence, if
the initial condition is a pulse whose envelope is close to
a soliton of the unperturbed system, the pulse propagates
without major distortion,4 and therefore its propagation
can be described by the use of only a few functional pa-
rameters. In this way the problem can be reduced to
a dynamical system with a finite number of degrees of
freedom.

However, the system still has an infinite number of
degrees of freedom with an infinite number of potential
possibilities of energy exchange between the field compo-
nents as a result of nonintegrability. One of the conse-
quences is radiation of energy from the leading pulse; this
occurs for both the birefringent fiber13 and the nonlinear
coupler.14 Obviously, the radiation influences the behav-
ior of the leading pulse itself. The first analytical study
of this influence was presented in Ref. 15. However, the
radiation intensity was not calculated in Ref. 15, although
the radiation intensity defines the rate of transformation
of the main pulse. In this paper we establish qualita-
tive differences between the radiation effects in the two
systems.

Different systems governed by two coupled nonlin-
ear Schrödinger equations (NLSE’s) can have similar
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behavior. This is especially true when we consider the
cw response of some of these devices.16,17 In the par-
ticular cases of pulse propagation that we study in this
paper, it is radiation emission that makes them qual-
itatively different. Our comparative study takes into
account the existence, in both cases, of a bifurcation point
where additional soliton branches start. The new branch
is below the symmetric state for a nonlinear coupler,18

and it is above the fast solitons for a birefringent fiber.19

This difference makes the radiation effect different in
these two cases.

In particular, we have found that the radiation effects
are stronger when a soliton is closer to the point of bifur-
cation or the separatrix and weaker when it is far from the
point of bifurcation or the separatrix. We study these ef-
fects numerically, using the integrated Stokes-parameter
formalism. These investigations will assist in the devel-
opment of analytical approaches to studying the intensity
of radiation. The results can be generalized to any other
systems described by the same type of equation but with
different parameters.

Our results can be useful in studying specific devices
like the nonlinear switch. However, in this paper we
do not attempt to describe any particular device. We
are interested only in the general behavior of the two
pulse components along the fiber or the coupler rather
than the transmission characteristics of a particular de-
vice of a given length. This is a different problem that
has been considered in many studies.9 Nevertheless, any
particular device performance can be predicted, at least
qualitatively, using our results. Obviously, the influ-
ence of radiation must be included in these studies. For
short devices the radiation itself can be small, but it
influences the shape of the main pulses. For long de-
vices (in comparison with the beat lengths) the influence
of radiation can drastically change the behavior of the
main pulses.
1995 Optical Society of America
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2. PULSE PROPAGATION IN
BIREFRINGENT OPTICAL FIBERS
Pulse propagation in a birefringent optical fiber can be
described in terms of two coupled NLSE’s. In a reference
frame traveling along the z axis with the common group
velocity, this set of equations is of the form4

iUj 1 bU 1 1/2 Utt 1 sjU j2 1 AjV j2dU 1 s1 2 AdV 2Up

 0 ,

iVj 2 bV 1 1/2 Vtt 1 sAjU j2 1 jV j2dV 1 s1 2 AdU 2Vp

 0 , (1)

where U and V are the slowly varying envelopes of the
two linearly polarized components of the field along the x
and y axes, b is half the difference between the propaga-
tion constants, A is the normalized ratio of the nonlinear
susceptibilities, j is the normalized longitudinal coordi-
nate, t is the normalized retarded time, and an asterisk
denotes a complex conjugate.

The set of Eqs. (1) has at least two integrals (constants
of motion), viz., the action (total energy of the pulse)

Q 
Z `

2`

sjU j2 1 jV j2ddt (2)

and the Hamiltonian

H 
Z `

2`

f1/2sjUt j2 1 jVt j2d

2 bsjU j2 2 jV j2d 2 1/2sjU j2 1 jV j2d2

2 1/2s1 2 Ad sUVp 2 UpV d2gdt . (3)

Equations (1) can be written in the canonical form in
terms of variational derivatives20

iUj 
dH

dUp
, iVj 

dH
dVp

. (4)

Equations (3) and (4) define a Hamiltonian dynamical
system on an infinite-dimensional phase space of two com-
plex functions U, V that decrease to zero at infinity and
can be analyzed by the theory of Hamiltonian systems.

A convenient way to solve the above equations is to use
Stokes parameters,4 which are defined by

s0  jU j2 1 jV j2, s1  jU j2 2 jV j2 ,

s2  UpV 1 U Vp, s3  2isUpV 2 U Vpd . (5)

All these parameters are real functions of j and t. They
vary along the fiber, so we call them differential Stokes
parameters. Noting that all the fields decay to zero at
infinity, we can now write Eqs. (1) by using them:

d
dj

Z `

2`

s0 dt  0 ,

d
dj

Z `

2`

s1 dt  22s1 2 Ad
Z `

2`

s2s3 dt ,

d
dj

Z `

2`

s2 dt  2b
Z `

2`

s3 dt 1 2s1 2 Ad
Z `

2`

s1s3 dt ,

d
dj

Z `

2`

s3 dt  22b
Z `

2`

s2 dt , (6)

where the dependence on t has been eliminated because
of the integration and all the magnitudes are real.
Note that Eqs. (6) are invariant relative to the trans-
formation s1 2 Ad ! 2s1 2 Ad and si ! 2si. This means
that if 1 2 A is negative (i.e., A . 1) we can obtain all solu-
tions of Eqs. (6) from the solutions for positive 1 2 A (i.e.,
A , 1) by changing the signs of the si. The corresponding
solutions can be obtained by the inversion of the solutions
and the whole phase space for si with respect to the origin.
This allows us to simplify the analysis by considering only
the case A , 1. This is true, however, only in problems
with no loss. The inversion of the Stokes parameters is
not followed by the inversion of j in Eqs. (6). Hence if
losses are involved then the transformation given above
does not give new solutions.

3. TWO USEFUL TRANSFORMATIONS
If we represent the field components in the form

U  U 0sj, t, qdexpsibjd , V  V 0sj, t, qdexpsibjd ,
(7)

Eqs. (1) become

iU 0
j 1 1/2 U 0

tt 1 sjU 0j2 1 AjV 0j2dU 0 1 s1 2 AdV 0 2U 0p

3 exps2i4bjd  0 ,

iV 0
j 1 1/2 V 0

tt 1 sAjU 0j2 1 jV 0j2dV 0 1 s1 2 AdU 02V 0p

3 expsi4bjd  0 . (8)

Equations in this form have been used in Ref. 2 to con-
sider pulse propagation in fibers. Obviously, transforma-
tion (7) does not change the moduli of the field, but it
removes the oscillatory factors from the solution at low
intensities. However, these oscillations are the cause of
birefringence in the linear limit. Hence, to compare the
results with experiment more appropriately, one should
use the variables U and V.

The Stokes parameters s00
i , defined for the U 0 and V 0

variables, are related to the Stokes parameters si, defined
above, by

s00
0  sjU 0j2 1 jV 0j2d  s0 ,

s00
1  sjU 0j2 2 jV 0j2d  s1 ,

s00
2  sU 0pV 0 1 U 0V 0pd  s2 coss2bjd 2 s3 sins2bjd ,

s00
3  sU 0pV 0 2 U 0V 0pd  s2 sins2bjd 1 s3 coss2bjd . (9)

These equations show that the Stokes parameters for the
original variables evolve as the Stokes parameters for the
new variables but rotate with angular velocity 2b around
the common s1 axis. Hence one can easily transform any
solution obtained for one set of variables into a solution
for the other set simply by using this rotation.

Another useful transformation is 2,21

P  U 1 iV , G  U 2 iV . (10)

Equations (1) then become

iPj 1 KG 1 1/2 Ptt 1

√
A
2

jP j2 1
2 2 A

2
jGj2

!
P  0 ,

iGj 1 KP 1 1/2 Gtt 1

√
2 2 A

2
jP j2 1

A
2

jGj2

!
G  0 ,

(11)
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where K  b. The variables P and G in this set cor-
respond to the representation of the field in terms of
its right and left circularly polarized components, respec-
tively. The main differences between Eqs. (1) and (11)
are the appearance in Eqs. (11) of an explicit linear cou-
pling term and the disappearance of the terms contain-
ing complex-conjugate variables that coupled the phases
of the variables in Eqs. (1). Note that ignoring the last
terms in Eqs. (8) would remove this type of coupling
(phase coupling), thus completely changing the topology
of the solutions. Another important difference is that the
cross-phase modulation coefficient has the rescaled value
s2 2 AdyA. When A is in the range 0 , A , 1, the new
coefficient varies in the range 1 , s2 2 AdyA , `.

4. PULSE PROPAGATION IN
NONLINEAR COUPLERS
Equations (11) also describe pulse propagation in non-
linear couplers, with P and G being the slowly varying
pulse amplitudes of the fields in each channel. K now
represents the normalized coupling coefficient between
the cores. When we set A  2, Eqs. (11) describe pulse
propagation in dual-core fibers, neglecting cross-phase
modulation effects.5 In terms of the variables P and G
defined by Eqs. (10), the Hamiltonian can be written as

H 
Z `

2`

f1/2 sjPtj2 1 jGtj2d 2 1/2 sjP j4 1 jGj4d

2 KsPGp 1 PpGdgdt , (12)

and the energy Q is

Q 
Z `

2`

sjP j2 1 jGj2ddt . (13)

Their associated differential Stokes parameters can be
expressed as

2s0  sjP j2 1 jGj2d  s0
0 ,

2s1  sPGp 1 PpGd  s0
2 ,

22s2  2isPpG 2 PGpd  s0
3 ,

22s3  sjP j2 2 jGj2d  s0
1 . (14)

This represents a permutation of the axes of the Stokes
vector and a renormalization. Hence if we use the vari-
ables P and G then the analysis will remain unchanged,
except for the subscript notation and the signs. More-
over, Eqs. (14) show that the Stokes parameters asso-
ciated with birefringence in fibers are related to those
associated with the nonlinear fiber coupler by a simple
permutation of axes and a renormalization.

Equations (14) are remarkable relations because they
allow us to consider solitonlike pulse propagation for a va-
riety of physical systems within a unified theory. They
show that the same trajectories will represent the solu-
tions of Eqs. (11) when the axes are permuted. Physi-
cally, this gives different functions in terms of U and V,
of course. We should also bear in mind that A  2y3 for
a fiber, whereas A  2 for the coupler.
5. STATIONARY SOLUTIONS
AND THEIR STABILITY
For Hamiltonian systems the stationary solutions play a
pivotal role in the dynamics. Let us represent the field
components in the form

U  usj, t, qdexpsiqjd , V  vsj, t, qdexpsiqjd ,

(15)

where q is the parameter of this family of solutions (non-
linearly induced shift to the wave number) and u and v
are real functions of its parameters. Now the equation
for finding stationary solutions in the variational formu-
lation can be written as

dsH 2 qQd  0 . (16)

This variational formulation of the problem also defines
the stability of stationary states. For any fixed Q the
stationary state is stable if the corresponding H has a lo-
cal minimum, with q being a Lagrange multiplier. The
differential equations for finding stationary solutions ob-
tained from Eqs. (1) are

1/2 utt 2 sq 2 bdu 1 sjuj2 1 Ajvj2du 1 s1 2 Adv2up  0 ,
1/2 vtt 2 sq 1 bdv 1 sAjuj2 1 jvj2dv 1 s1 2 Adu2vp  0 ,

(17)

where q is the soliton parameter, 2pyq is proportional
to the soliton period, and the energy of the soliton is
proportional to

p
q.

Equations (17) have two simple stationary solutions,
viz., a linearly polarized soliton along the slow axis,

u 

p
2sq 2 bd

coshs
p

2sq 2 bd td
, v  0 , (18)

and a linearly polarized soliton along the fast axis,

u  0, v 

p
2sq 1 bd

coshs
p

2sq 1 bd td
. (19)

Solution (18) is equivalent to the symmetric soliton
state of the coupler,

P  G 

p
2sq 2 Kd

coshs
p

2sq 2 Kd td
expsiqjd , (20)

and solution (19) is equivalent to the antisymmetric soli-
ton state of the coupler,

P  2G  i

p
2sq 1 Kd

coshs
p

2sq 1 Kd td
expsiqjd . (21)

Apart from the solutions considered above, there are also
soliton states that are not symmetric. They bifurcate
from the symmetric or the fast soliton branches at cer-
tain values of q and are asymmetric soliton states18 or
elliptically polarized soliton states.19

If neither birefringence nor coupling is present (i.e.,
b  K  0), the pulses [Eqs. (20) and (21)] degenerate
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into solitons of a single NLSE:

jP j  jGj 
p

u2 1 v2 

p
2q

coshs
p

2qtd
. (22)

This solution can be linearly polarized along any direction
in the (u, v) plane (or can represent two independent
solitons propagating in the cores of the coupler).

All the above solutions can be represented on an energy-
dispersion diagram [see Figs. 1(a) and 1(b)]. The energy
Q in this diagram is given by Eqs. (2) and (13). Twice
the energy of one NLSE soliton [Eq. (22)] is shown as the
dashed curve. Intuitively, we can say that the pulse of
the perturbed NLSE evolves in such a way that its en-
ergy stays in the intervals defined by the strips between
the three solid curves in Figs. 1(a) and 1(b), provided
that the initial conditions are solitonlike pulses. These
strips are then the area of allowed motion for solitonlike
pulses. Any given solitonlike pulse can be shown on this
diagram by its representative point, which specifies its
energy and the average q parameter. The dynamics is
different in each of the two stripes in Fig. 1. This no-
tion can be expressed exactly if we represent data on the
Hamiltonian-versus-energy diagram [Figs. 1(c) and 1(d)].
For any particular family of stationary solutions, there
is a one-to-one correspondence between the q parameter,
the energy, and the Hamiltonian, so the curves for sta-
tionary solutions have the same topology as that on the
energy-dispersion diagrams. Thus there is no significant
difference between the two types of diagram. However,
the H–Q diagram contains more information. First, the
stability criterion discussed above is based on the Hamil-
tonian. Hence we can expect the lowest of the stationary
solutions at any fixed Q to be stable, so we can find stable
branches on the H–Q diagrams and transpose them to the
energy-dispersion diagram. Second, the values H and Q
can be calculated for any initial pulse (in contrast to the q
parameter). Hence the representative point on the H–Q
diagram corresponding to arbitrary solitonlike initial con-
ditions is rigorously defined. If this point is located in-
side the strips between the stationary solutions or at
least close to them, it will stay in the strip, having
some complicated motion, and eventually will converge
to the stable stationary solution below the initial point,
after emitting some amount of radiation. Although the
Hamiltonian and the energy are conserved quantities for
the whole solution, they can be calculated separately for
the main pulse and for radiation,15 so that H and Q for the
main pulse can move on the H–Q plane, thus making the
transition to stationary stable states visible (see Ref. 15).

These transformations differ in our two cases. The
symmetric sP  Gd soliton states of the coupler are math-
ematically equivalent to the slow linearly polarized soli-
tons of the birefringent fiber. In this case (if A . 1) novel
(A-type asymmetric) soliton states appear below the lower
curves in Figs. 1(a) and 1(c),18 and the symmetric pairs
lose their stability at the point of bifurcation.22 If A , 1,
then bifurcation occurs on the upper curves [fast soliton
in Figs. 1(a) and 1(c)]. The upper branch in Fig. 1(a) is
for elliptically polarized stationary soliton states.19 The
main difference between the elliptically polarized sta-
tionary soliton states and the A-type asymmetric soliton
states is that the curves for these special solutions split
off from the lower curves in Figs. 1(b) and 1(d) and from
the upper curves in Figs. 1(a) and 1(c). This difference
arises because the parameter As2d . 1 for the coupler,
whereas As2y3d , 1 for the birefringent fiber. Because
of these states, new areas of allowed motion for the soliton
appear. These are between the fast and the elliptically
polarized solutions for the birefringent fibers and between
the symmetric and the A-type states for the coupler.

The above difference has important consequences. In
the case of Figs. 1(a) and 1(c) the energy and the Hamil-
tonian for elliptically polarized solutions are higher than
the energy and the Hamiltonian for other stationary
states. Hence these states may be unstable even if they
are elliptical fixed points in an analysis using a reduced
number of degrees of freedom (see Section 6) rather than
saddle-type points. On the other hand, the asymmetric
states in Figs. 1(b) and 1(d) are absolutely stable22 (start-
ing from the point with minimum energy) because they
have the lowest energy and Hamiltonian of all the sta-
tionary solutions.

Another consequence follows: The dashed curve in
Fig. 1(b) shows the energy of the soliton of an isolated
core. It is close to the A-type state toward the right of the
curves. This occurs because, at high energy, the asym-
metric A-type state is close (in shape and consequently in
functional space) to an individual core soliton. Almost
all its energy is in one core. This means that solitons of
an individual core will directly excite the A-type states
at high energies (higher than at the point of bifurcation).
This is the root of the switching phenomenon in the cou-
pler. There is no analog in the birefringent fiber.

Fig. 1. (a) Energy-dispersion diagram for linearly polarized soli-
tons in birefringent optical fibers. (b) Energy-dispersion dia-
gram for stationary soliton states in nonlinear fiber couplers. (c)
Hamiltonian H versus energy Q for linearly polarized solitons in
birefringent optical fibers. The dotted curve corresponds to the
initial conditions given by Eqs. (33) below. (d) H versus Q for
stationary soliton states in nonlinear fiber couplers. The dotted
curve represents the initial conditions given by Eqs. (34) below.
The trajectories shown by the solid curves correspond to those in
Figs. 4 and 5 below.
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6. APPROXIMATION OF THE
AVERAGE PROFILE
We restrict ourselves to the study of solitonlike pulse
dynamics. These pulses form a very special class of solu-
tions, but it is the most important in practice. For soli-
tonlike pulses the shapes of the two components of the
pulses should change only slightly on propagation, and
the phase chirp across each pulse should be negligible.
This idea has been expressed clearly in Ref. 4 (where the
whole soliton has the same state of polarization) and can
be viewed as a generalization of the soliton phase model23

for two-component complex fields. Only the pulse ampli-
tudes should change with distance j, because of the en-
ergy transfer between the two field components.

This is a good approximation to reality for small val-
ues of linear birefringence b (or coupling K ) relative
to the soliton parameter q, and it is better when A is
close to unity. The former can be expected because, for
K  b  0 and A  2, Eqs. (11) separate into two in-
dependent integrable equations. Then solitonlike solu-
tions at nonzero K can be considered perturbed solitons
of the NLSE. In this approximation the coupling pro-
duces only an exchange of energy between cores. On the
other hand, A  1 corresponds to another integrable case
(viz., the Manakov equations24). Hence the closer A is to
unity, the better is our approximation. In this sense the
analysis of the birefringent fiber can be more accurate
than that of the nonlinear coupler.

To a first approximation, we assume13 that the solution
is separable in the following way:

u  Xsjdf std , v  Y sjdf std , (23)

where f std is a real function defining the common
profiles and Xsjd and Y sjd are complex amplitudes.
Equations (6) become

d
dj

S0  0,
d

dj
S1  22gS2S3 ,

d
dj

S2  2bS3 1 2gS1S3,
d

dj
S3  22bS2 , (24)

where the normalized integrated Stokes parameters Si R
`

2` si dty
R

`

2` f 2 dt are given by

S0  sjXj2 1 jY j2d, S1  sjXj2 2 jY j2d ,

S2  sXpY 1 XYpd, S3  2isXpY 2 XYpd , (25)

and g, the nonlinear birefringence coefficient, is defined
by

g  s1 2 Ad

Z `

2`

f 4 dtZ `

2`

f 2 dt

. (26)

Clearly, the value of g depends on A as well as on the
soliton shape. On the two edges of the strip of allowed
motion the value of g can be calculated exactly. For the
upper curves in Fig. 1, g  4/3 sq 1 bd s1 2 Ad, and, for
the lower curves, g  4/3 sq 2 bd s1 2 Ad. At other points
in the area, g is between these values. It is noteworthy
that g changes sign at A  1.
The set of Eqs. (24) has a constant of motion of

S1
2 1 S2

2 1 S3
2  S0

2 , (27)

which is a consequence of energy conservation [Eq. (2)]
and indicates that, within the approximation that we are
making, the evolution of any solution can be analyzed
qualitatively as a trajectory of the Stokes vector S on
the Poincaré sphere. The set of Eqs. (24) has a second
invariant:

W 
g

2b
S3

2 2 S1 , (28)

which is a consequence of the conservation of the Hamil-
tonian [Eq. (3)], as can easily be verified. In our approxi-
mation,

W 
H
bI

1
gS0

2

2bs1 2 Ad
2

rS0

2b
,

r 

Z `

2`

ft
2 dtZ `

2`

f 2 dt

, I 
Z `

2`

f 2 dt . (29)

Different values of W, the evolution parameter, corre-
spond to different regimes of soliton propagation (different
trajectories on the Poincaré sphere). The convenience of
the evolution parameter (in contrast to the Hamiltonian)
is that it is constant along the energy-dispersion curves
for fast (antisymmetric) and slow (symmetric) solitons
in Fig. 1. We can conclude, preliminarily, that a given
value of W corresponds to a fixed type of solution as q
varies.

Integrated Stokes parameters for the P and G functions
can be obtained by permutation of the axes in the same
way as that for the differential Stokes parameters:

2S0  S 0
0, 2S1  S 0

2 ,

2S2  2S 0
3, 2S3  2S 0

1 . (30)

All the above equations can easily be written in terms
of these parameters. For example, we have, instead of
Eqs. (24),

d
dj

S 0
0  0,

d
dj

S 0
2  22g0S 0

1S 0
3 ,

d
dj

S 0
3  2KS 0

1 1 2g0S 0
1S 0

2,
d

dj
S 0

1  22KS 0
3 , (31)

where

g0 
1 2 A

2

Z `

2`

f 4 dtZ `

2`

f 2 dt


g
2

. (32)

The solutions of Eqs. (24) can be written in terms
of Jacobi elliptic functions.13,16,17 We will concentrate
on a qualitative analysis here. There are two station-
ary (elliptical-type) points when jgjyb . S0 [Figs. 2(a)
and 3(a)]. They correspond to stationary solutions (18)
and (19). There are four stationary points when jgjyb ,

S0 [Figs. 2(b) and 3(b)]. Two additional points are
analogs of asymmetric soliton states found in Ref. 18
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Fig. 2. Trajectories on the Poincaré sphere for solutions in the
birefringent fiber: (a) b . gS0, (b) b , gS0.

Fig. 3. Trajectories on the Poincaré sphere for the nonlinear
coupler: (a) K . jgjS0, (b) K , jgjS0.

or elliptically polarized soliton states found in Ref. 19.
Solutions moving around the stationary elliptical points
are periodic. There are two separatrix trajectories con-
nected by a saddle-type point. The full set of trajectories
is presented graphically in Fig. 2.

Trajectories for the S0 vector, describing soliton
propagation in a nonlinear coupler, are shown in
Fig. 3. These trajectories are obtained from Fig. 2 by
transformations (30). We recall that the transforma-
tions of Eqs. (30) are a consequence of the transformation
g ! 2g and Si ! 2Si, which, in turn, depends on the
inversion symmetry of Eqs. (6). This effectively means
that, when the sign of g is changed, the correspondence
between the fixed points on the Poincaré sphere and the
type of solutions also changes. In the case of the birefrin-
gent fiber the elliptical point S  sS0, 0, 0d corresponds
to the lower (slow) branch of the energy-dispersion dia-
gram, whereas, for the nonlinear coupler, the equivalent
point S0  s0, 2S 0

0, 0d corresponds to the upper branch
(antisymmetric soliton state). The Hamiltonian and the
energy decrease when we move over the Poincaré sphere
from the point corresponding to elliptically polarized soli-
tons to slow solitons in Fig. 2(b), but these values increase
when we move from points corresponding to asymmetric
states to those for antisymmetric solitons in Fig. 3(b).
On account of the radiation effects, this has important
consequences when one considers pulse evolution.

The second important difference is related to the value
of the parameter g. We note that jg0j for the nonlin-
ear coupler is 1.5 times larger than g for the birefrin-
gent fiber. Hence the birefringent fiber can be viewed as
being closer to the integrable case than is the nonlinear
coupler. The result is that at some values of the soliton
energy that are slightly below the energy at the bifurca-
tion point [M in Fig. 1(b)], both the symmetric and A-type
asymmetric states are stable, and additional unstable
A-type states exist. This means that two more fixed
points (saddles) can be present on the Poincaré sphere.
This is not taken into account in our finite-dimension ap-
proximation. Only two (elliptical) fixed points split off
from the point corresponding to the symmetric state [see
Fig. 3(b)]. This qualitative difference is revealed in our
numerical simulations.

7. RADIATION OF ENERGY FROM
THE LEADING PULSE
Field oscillations of the solitonlike pulse cause it to radi-
ate small-amplitude waves.15 Then the values of Q and
H for the main pulse must decrease. Hence the represen-
tative point of any arbitrary solution always moves down
and to the right in Figs. 1(a) and 1(b) and down to the
left in Figs. 1(c) and 1(d). A decrease of Q shrinks the
Poincaré sphere, but the trajectories on the sphere quali-
tatively remain the same for fixed W. More precisely, the
trajectory evolves in such a way that the total energy Q, as
well as the second invariant W, decreases in magnitude.
We can take radiation into account by assuming that the
values of Q and W decrease adiabatically with j. Then
the solutions behave qualitatively as described above, but
the trajectories in Figs. 2 and 3 slowly change from one
closed loop to another one with a slightly smaller value
of W.

On the H–Q diagram (Fig. 1), for a fixed b (or K ), we
associate a given W and energy Q with a soliton state with
predetermined shape and dynamics. At any given Q,
inside the area of allowed motion, the energy can change
from the value for any of the upper curves to the value
for any of the lower curves. The second invariant W is
equal to 2S0 for the slow soliton and 1S0 for the fast
soliton. (W is equal to 2S0 for the symmetric solution
and to 1S0 for the antisymmetric soliton.) The evolution
parameter monotonically decreases from the upper curve
to the lower one. However, on the sphere this motion
occurs in opposite directions in the two cases of fiber and
coupler.

For an infinite length of propagation any initial con-
dition will converge to a slow (A-type) state because this
state has the lowest H at a given Q. So a trajectory start-
ing at any point on the sphere will tend, on average, to
reduce its W value. If this is slow, the trajectories will
slide from one closed loop in Figs. 2 and 3 to another one



1106 J. Opt. Soc. Am. B/Vol. 12, No. 6 /June 1995 J. M. Soto-Crespo et al.
with smaller W. The decrease in W gradually changes
the nature of the solutions and the frequency of oscilla-
tions. From our numerical simulations we have found
that the rate of this process depends on byjgj and that
it is negligible in two cases: for byjgj .. 1 (or qyb ! 0)
and byjgj ,, 1 (or qyb ! `). It becomes faster when the
representative point is close to the point of bifurcation or
crosses the separatrix trajectories.

According to the Kolmogorov–Arnol’d–Moser theorem
(which we assume is applicable to systems with an infi-
nite number of degrees of freedom), a finite fraction of
the phase-space trajectories is regular, that is, associ-
ated with integrals of motion. These paths can be de-
scribed by adiabatic changes in the constants of motion.
They must start far from the points of bifurcation or the
separatrices. Irregular trajectories are associated with
representative points close to the points of bifurcations
or the separatrices. Our numerical simulations confirm
this. When the representative point is far from the point
of bifurcation or the separatrix, trajectories are regular
and radiation is small. The slow decrease of Q and W is
connected with the slow reshaping of the average shape of
the pulse. On the other hand, when the representative
point is close to the point of bifurcation or the separatrix,
radiation is large and the trajectory does not follow those
for integrable cases.

8. NUMERICAL SIMULATIONS
We have numerically solved Eqs. (17) [or equivalently
Eqs. (11)] by using a split-step method.13 In all the
simulations we used the value A  2y3 for the bire-
fringent fiber and A  2 for the coupler. The Stokes
parameters are calculated from the values of u and v (or
P and G). First, we study soliton propagation in birefrin-
gent fibers. Figure 4 shows the evolution of the Stokes
parameters for an input:

u 
Q
4

sech

√
Q
4

t

!
, v  2iu . (33)

Depending on the initial energy, these initial conditions
excite the solution with a representative point close to the
highest branch at a given energy [see Fig. 1(c)]. Six dif-
ferent cases are shown in Fig. 4. In all six cases the tra-
jectory spirals. It makes many loops parallel to those de-
fined by the approximation of the average profile. Q and
H of the main pulse continuously decrease. We have su-
perimposed the changes of these integrals upon Fig. 1(c),
using the same labels. In Figs. 4(d)–4(f) the trajectory
passes the separatrix and starts to oscillate beyond it.
Radiation is maximal when the trajectory passes the sep-
aratrix close to the point of bifurcation [see Figs. 4(d)
and 4(e)]. In the case of Fig. 4(f) radiation decreases.
The trajectory ends up converging to the slow soliton,
where Q and H are minimal. Radiation decreases when
the trajectory approaches the slow soliton. Note the de-
crease in the radius of the sphere during the evolution.

We have performed various other simulations for the
case of the birefringent fiber. All of them are qualita-
tively in agreement with the above theory. The only
requirement is that the initial condition must be a soliton-
like pulse, i.e., close to one of the stationary or other soli-
tonlike solutions of Eqs. (1). Pulses of arbitrary shape
will first transform into one or several solitonlike pulses
during the evolution while emitting large amounts of ra-
diation in the initial stages. The evolution of each sub-
pulse can be described by the above theory. All the
trajectories gradually converge to the slow soliton, with
the cases shown in Fig. 4 being typical.

We will now concentrate on the nonlinear coupler. The
trajectories can be more complicated in this device for sev-
eral reasons. The main difference from the birefringent
fiber is that A-type asymmetric state has minimal H at
given Q, whereas the antisymmetric state has maximal H
at given Q. Radiation causes transitions from one closed
loop to another, in reverse of what occurs in the birefrin-
gent fiber. Thus, depending on the initial condition, the
trajectory can converge to a symmetric state or an asym-
metric A-type state. Figure 5 shows six examples of evo-
lution of the Stokes parameter for the nonlinear coupler
with K  1. The initial condition is a soliton of the un-
perturbed system, with different values of Q being chosen,
i.e.,

P  0, G 
Q
2

sech

√
Q
2

t

!
. (34)

On the Poincaré sphere this initial condition corresponds
to the point S0  s2S 0

0, 0, 0d. At small energies (Q  3.2
and Q  4.0) the trajectory rotates around the axis S 0

2.
Radiation is relatively large during the first half-period of

Fig. 4. Evolution of the integrated Stokes parameters for pulses
in a birefringent fiber. The initial condition is given by Eqs. (33)
with Q  (a) 2.4, (b) 4.0, (c) 6.0, (d) 7.2, (e) 8.0, and (f ) 12.0.
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Fig. 5. Evolution of the integrated Stokes parameters for pulses
in a nonlinear coupler. The initial condition is a soliton of an
individual core as given by Eqs. (34) with Q  (a) 3.2, (b) 4.0, (c)
4.8, (d) 5.2, (e) 5.6 and (f ) 7.2. All the simulations have K  1.

this rotation but then becomes smaller. This shows that
the initial condition, even if it is in the form of Eqs. (34),
is not an exact solution. It must adjust to a soliton-
like pulse before it follows the solution defined by our
simple analytical approach. At higher values of Q (e.g.,
Q  4.8), when the initial condition is closer to the bifur-
cation point [see Fig. 1(d)], the radiation at initial states
of the process is greater, and then the trajectory slowly
converges to a stationary symmetric state [Fig. 5(c)].

Initial radiation becomes even larger when Q  5.2.
However, after the relaxation we have a unique situ-
ation, and the behavior is qualitatively out of the domain
of our simple model. There are six singular points on the
Poincaré sphere rather than just four. Four of them cor-
respond to A-type states (two stable and two unstable).
The trajectory converges quickly to a closed loop enclos-
ing four A-type states and a symmetric state [Fig. 5(d)].
This can happen because the energy-dispersion curve for
A-type states has a minimum, and so three soliton states
can have the same energy. The appearance of the two
additional unstable A-type states at the same energy is
not predicted by our simple approximation of the aver-
age profile. This energy, Q  5.2, is approximately 10%
above the bifurcation point energy sQM ø 4.62d. The ex-
cess energy is radiated during the first part of the process.
If the energy of the initial soliton is higher, e.g., Q  5.6,
then the solution converges to an A-type state [Fig. 5(e)].
At higher values of energy (e.g., Q  7.2) the elliptical-
type point on the sphere is closer to the initial point
S0  s2S 0
0, 0, 0d, and convergence to an A-type state oc-

curs very quickly [Fig. 5(f)].
To show the existence of additional fixed points on the

sphere at energies slightly higher than that at the point
of minimum (but lower than that at the point of bifurca-
tion), we took an unstable A-type asymmetric state and
propagated it, after having added a small perturbation.
The results are shown in Fig. 6. The initial A-type state
is associated with q  1 for a coupler with K  0.59.
Figure 6(a) shows two periodic orbits inside a complicated
set of three-petal separatrices connecting two saddle-type
points. The two orbits are produced when two differ-
ent perturbations are added to the same initial unstable
A-type state. One of them (the one at the right) rotates
around a stable A-type state, and the other rotates around
a symmetric state. The periodic orbit enclosing the full
set of three-petal separatrices is reached in the case ex-
hibited in Fig. 5(d). Figure 6(a) shows that additional
saddle fixed points appear to the point S0  s0, S 0

0, 0d.
Point S0  s0, S 0

0, 0d itself is still an elliptical point at
these values of energy (below the bifurcation point).
Figure 6(b) shows the energy distribution between the
cores corresponding to the two periodic orbits shown in
Fig. 6(a). The solid curves show the oscillations around
the symmetric state, and the dashed curves indicate the
oscillations around the A-type state. No appreciable en-
ergy is radiated because the two stationary points are
very close in Hilbert space. The difference in their H
values is too small to be seen on the scale of Fig. 1(d).

In the case of Figs. 1(e) and 1(f) the initial conditions
are chosen in such a way that the trajectory follows the
separatrix in the initial stages of the process. Hence
initially the radiation is still large. However, after a
half-beat length, the trajectory starts to spiral around
the stationary A-type state, and the amount of radiation
becomes noticeably smaller.

Fig. 6. (a) Evolution of the integrated Stokes parameters for
a soliton pair in a nonlinear coupler with K  0.59. The ini-
tial condition is the unstable A-type asymmetric soliton state
with q  1, plus a small perturbation. The perturbation pro-
duces oscillations around a symmetric or a stable asymmetric
state. (b) Evolution of the component energies in each core:
EP ,G 

R`
2` jP , Gj2 dt.
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Fig. 7. (a) Evolution of the integrated Stokes parameters for
a soliton pair in a nonlinear coupler having K  0.1. The
initial condition is a symmetric soliton state with q  1, plus
a small perturbation. (b) Evolution of S 0

0 (total energy in the
pulse). (c) Evolution of the component energies in each core:
EP ,G 

R`
2` jP , Gj2 dt.

Fig. 8. Evolution of the integrated Stokes parameters for a
soliton pair in a nonlinear coupler with K  1. The initial
condition is the antisymmetric soliton state with q  0.6, plus
a small perturbation.

To show qualitatively the influence of radiation on
the pulse evolution, we also considered two examples
with initial conditions different from Eqs. (34). An ex-
ample of a trajectory that starts from the symmetric state
S0  s0, S 0

0, 0d with a small even perturbation is shown in
Fig. 7(a). The values K  0.1 and q  1 are used in this
case. The point S0  s0, S 0

0, 0d, corresponding to a sym-
metric state, is then a saddle-type point. Hence the tra-
jectory moves away from this point exponentially along
the separatrix, but, because of radiation, it slides from
the separatrix to a closed periodic orbit. The stationary
points corresponding to A-type states are then near the
points S0  s6S 0

0, 0, 0d. The trajectory is a spiral that
ends up close to an A-type state. Radiation is relatively
large initially, moving the trajectory inside the separatrix,
but becomes smaller in the rest part of the pulse evolu-
tion. The evolution of S 0

0, normalized to its initial value,
is shown in Fig. 7(b). Figure 7(c) shows the distribution
of energy between cores.

An example of a trajectory that starts from an anti-
symmetric state S0  s0, 2S 0

0, 0d (with a small perturba-
tion) is shown in Fig. 8. The initial state is an elliptical
fixed point, but the trajectory spirals out from this point
because of radiation and gradually converges to a sym-
metric state emitting radiation. The whole solution be-
haves qualitatively, in accordance with our simple model.
For higher values of initial energy of the antisymmetric
state the behavior is more complicated on account of the
existence of odd perturbations22 with growth rates much
larger than those of any even perturbation. The whole
solution then becomes more involved and cannot be de-
scribed in terms of our simple approximation.

9. CONCLUSION
We studied the problem of solitonlike pulse propagation
in optical fiber devices with two-component fields. The
propagation of pulses in birefringent optical fibers and in
nonlinear couplers is considered. It is shown that radi-
ation processes play an essential role in the soliton dy-
namics in these devices. The influence of radiation is
stronger when the soliton is closer to the point of bifurca-
tion or the separatrix and weaker when it is far from it.
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